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The level of protection offered by an earthen levee is typically described in terms of flood water level that the 

levee is capable of containing. If a larger flood occurs, floodwaters exceed the height of the levee and flow over its 

crest. As the water passes over the top, it may erode the levee, worsening the flooding and potentially causing a 

breach. In order to determine the annual probability that an earthen levee breaches due to overtopping, multiple 

flood characteristics such as peak flood water level, or related peak flow discharge, and flood duration need to 

be characterized statistically by using multivariate statistics. In this study, critical conditions for levee failure are 

described by using a Clayton copula relating peak flow discharge to flood duration. The obtained model is tested 

over a real river site located along the Panaro River, in northern Italy, where a 52-year time series of hourly flow 

discharge and a normal flow rating curve are available. The developed model makes it possible to delimitate the 

levee failure region within the population of flood events and to statistically describe earthen levee breach due to 

overtopping. Breach probability is found to be underestimated when the statistical association between peak flow 

discharge and flood duration is neglected. The proposed copula-based model is therefore important to support 

the design and construction of earthen levees, and to identify the actions needed to save lives and property when 

a flood exceeding the levee design limit occurs. 
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. Introduction 

In the last two decades there has been an increasing call for de-

eloping probabilistic methods devoted to the design and the safety

erification of flood defense structures involved in flood risk control

nd mitigation. The main research focus in this field has progressively

volved from a structure-oriented approach, to the more comprehensive

isk-based approach ( USACE, 1996 , 1999 ; Vrijling, 2001 ; Apel et al.,

006 ; Kellens et al., 2013 ; Schumann, 2017 ). In the structure-oriented

pproach, the procedure limits to assess the structure performances with

espect to a hydraulic load, as referred to a design return period. This

arameter measures the event severity and is utilized to define the so-

alled flood hazard. Thus, a defense structure is considered to be veri-

ed when it is able to completely control, with a prescribed degree of

afety, a flood hydrograph associated with a sufficiently large return pe-

iod. The risk-based approach, in addition to the flood hazard, accounts

or damages to people, human health, private and public assets, cultural

eritage and ecosystem services. Such damages are usually expressed in

erms of exposure and vulnerability, so that the overall flood risk is given

y the combination ( EU, 2007 ; UNISDR, 2009 ), for instance the prod-

ct ( Varnes, 1984 ), of these three factors. In fact, flood management

trategies have progressively left apart the purpose of an almost total
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ontrol of flood events, in favor of a more realistic one, admitting that

he flood risk can be attenuated, but not completely eliminated, thus

eaving a residual risk to be estimated. This perspective change has be-

ome increasingly important as urbanization growths inside flood prone

reas ( ASCE, 2014 ). According to the levee paradox ( Castellarin et al.,

009 ; Ludy and Kondolf, 2012 ), the flood risk may be higher after the

onstruction or the strengthening of flood defense structures. This can

e explained by the flood hazard perception lowering, that determines

he anthropization sprawl into flood prone areas, where exposure and

ulnerability increase appreciably ( Wilby et al., 2008 ). In fact, an exces-

ive rise of earthen levee height may cause flood damages due to failures

o increase with respect to those occurring with a smaller levee height.

or instance, this situation was actually experienced in New Orleans,

here the disruptive consequences of hurricane Katrina made it evident

hat the result of a long-term pattern of flooding protection strategies

ecreased the impact of relatively frequent events, but increased the

ulnerability to the extreme ones ( Kates et al., 2006 ). 

In a risk-based analysis, the derivation of reliable inundation maps

lays a crucial role ( EU, 2007 ), as they allow hydrologists and deci-

ion makers to define the inundation extent, related water stages and

ow velocities, and to identify the exposed lives and properties, along

ith their vulnerability ( Milanesi et al., 2015 ). In theory, all relevant
 October 2019 
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nundation scenarios should be taken into consideration, including those

enerated by the overload, the total failure or the partial failure of the

ood defense system, and suitably associated with the hazard. This in-

olves assessing the so-called residual risk, or the risk that remains in un-

anaged form even when effective disaster risk reduction measures are

n place ( UNISDR, 2009 ). In this regard, studying the structural safety of

arthen levees, whose failure is primarily, but not only, related to flood

riggered breaching, is the first logical step. As highlighted by a broad

iterature after Apel et al. (2004) , a complete risk-based analysis should

nvestigate a chain consisting of the following steps: (i) assessment of

he hydrological load, (ii) routing of the flood hydrograph along the

iver channel or through flood control reservoirs, (iii) detection of the

ost probable breach locations, (iv) generation of breach overflow hy-

rographs, (v) computation of the inundation maps, and (vi) estimate of

he economic damage. In the past, studies exploited historical informa-

ion ( Han et al., 1998 ; Hesselink et al., 2003 ) or reasonable hypotheses

 Aureli and Mignosa, 2004 ) to face the third step. Unfortunately, these

pproaches make it difficult to establish an appropriate statistical rela-

ionship between the flood event and the inundation scenario, and can

eature great uncertainties. 

From a theoretical point of view, a probabilistic approach provides

he most suitable tool for detecting the potential breach locations,

hrough the estimate of the levee failure probability, herein referred to

s structural residual hazard . Dealing with earthen levees, the structural

esidual hazard must measure the probability that the levee crest is over-

opped leading to a breach formation, or that alternative failure mech-

nisms occur. Indeed, as remarked by various authors ( Vrijling, 2001 ;

anzi et al., 2013 ; Orlandini et al., 2015 ; NCHRP, 2016 ), recurrent fail-

re mechanisms triggered by floods are: internal erosion due to pip-

ng, bulk seepage or underseepage, external erosion due to waves or

vertopping, foundation lateral sliding and saturation softening. The

tructural residual hazard is therefore the total probability of all these

vents. Further, a design hydraulic residual hazard can be defined in re-

ation to the exceedance probability of the river conveyance capacity.

his hazard is larger than the structural residual hazard strictly related to

he overtopping failure mechanism, since not all the overflow events

ead to a breach formation. The residual risk is the combination of

he residual hazard, the exposure and the vulnerability ( Varnes, 1984 ;

NISDR, 2009 ), so that a structural residual risk and a design hydraulic

esidual risk can be derived from these two hazard types. It should be

oticed that, unlike the hazard, the design hydraulic residual risk is ba-

ically smaller than the structural residual risk associated only with the

reach formation due to overtopping. In fact, when a breach occurs,

 flooding volume far larger than that determined by the simple levee

vertopping is expected. The flooded area consequently increases, along

ith the exposure. 

The computational burden and the amount of data make it vir-

ually impossible to perform levee failure analyses at a river water-

hed scale by means of detailed simulation models (e.g. Fread, 1988 ;

iorentini and Orlandini, 2013 ). This issue is particularly sensitive for

istorical levee systems, whose geometrical and geotechnical properties

re highly variable. Ultimately, for watershed planning purposes, practi-

al expeditious methods incorporating parameter uncertainty represent

he most feasible manner to face the assessment of levee failure proba-

ility ( Camici et al., 2017 ). To this aim, levee fragility curves were pro-

osed to estimate the probability of structural failure conditioned upon

he flood load ( Vorogushyn et al., 2009 ). Such curves are derived for sin-

le failure mechanisms, by means of deterministic transformation func-

ions operating on a certain number of flood variables which, in most

tudies, are represented by the peak flow discharge, or the maximum

ater stage, and the flood duration. An indicator variable, summarizing

he comparison between the levee resistance and the flood load, discrim-

nates whether the levee is under a structural safety condition or under

 structural failure condition. To account for the epistemic uncertainty,

ue to the limited knowledge of the geometrical and geotechnical prop-

rties contributing to the levee resistance, some parameters of the trans-
ormation functions are randomized according to Monte Carlo simula-

ion techniques. Hence, fragility curves represent the percentage of as-

essed failure conditions with respect to the total number of simulation

uns. The more fragile the levee is, the more abrupt the curve increas-

ng trend with regard to the flood variables. For each failure mechanism

f interest, a distinct fragility curve must be derived. Therefore, when

ultiple failure mechanisms are involved, specific fragility curves must

e combined in order to describe the mutual dependence. Nonetheless,

n our opinion, a better interpretation should be given to the aleatory

ncertainty, which expresses the natural variability of the hydrologic

oads. 

Despite their popularity, it must be pointed out that fragility curves

re affected by drawbacks, which derive from the lack of a comprehen-

ive stochastic representation of the hydrologic load. In fact, all failure

echanisms triggered by floods depend on multiple characteristics of

he hydrographs, mainly the peak flow discharge and the flood duration.

uch variables always feature complex and non-negligible dependence

tructures, whose suitable modeling is a primary objective, even more

han the epistemic uncertainty, in order to obtain reliable risk estimates.

n the contrary, fragility curve derivations have been conducted by as-

uming flood variables to be independent ( Apel et al., 2004 ), or by using

rbitrarily set values for the flood durations ( Michelazzo et al., 2018 ;

arbetta et al., 2017 ; Mazzoleni et al., 2017 ) to derive synthetic design

ydrographs from flood reduction curves ( Majone et al., 2003 ). Conse-

uent drawbacks are: ( i ) owing to the arbitrary choices that it involves,

he synthetic event approach is affected by a large uncertainty and leads

o biased probability estimates ( Adams and Howard, 1986 ), ( ii ) the flood

azard is actually measured in terms of univariate return period of the

eak flow discharge, ( iii ) it was emphasized that conditional approaches

ead to risk estimates statistically incomparable to those obtained by

ully exploiting multivariate approaches which, in theory, provide the

ost straightforward and technically sound methodology to face multi-

ariate problems. 

Indeed, flood variables show to be related through concordant de-

endence structures, whose strengths vary from moderately strong

o strong. Their natural variability was modeled by using joint

istribution functions featuring upper tail dependence properties

 Zhang and Singh, 2007 ; Karmakar and Simonovic, 2009 ; Requena et al.,

013 ), or lower tail dependence properties ( Chowdhary et al., 2011 ;

alistrocchi et al., 2017 ) or both ( Ganguli and Reddy, 2013 ). More-

ver, the independence assumption basically leads to biased and po-

entially non conservative residual hazard estimates. For instance,

alvadori et al. (2015) found that the independent assumption leads to

he underestimation of sea storm loads to breakwaters. In particular, the

pper tail modeling has relevant consequences on the representation of

he extreme events ( Poulin et al., 2007 ; Balistrocchi and Bacchi, 2017 ),

hich are of uppermost interest for practical applications. In the exist-

ng literature, the residual hazard of earthen levee breach due to over-

opping has never been estimated by using bivariate statistical analyses

nvolving flood peak and duration. 

A research gap remains therefore to be filled, in order to obtain a re-

iable representation of the multivariate nature of the floods and of the

elated evaluation of failure probability of earthen levees. Copula func-

ions are a powerful tool for investigating the dependence structure of

ood variable samples and for developing their joint distribution func-

ions ( Joe, 1997 ; Nelsen, 2006 ; Favre et al., 2004 ; Salvadori and De

ichele, 2004 ; Grimaldi and Serinaldi, 2006 ; Salvadori and De Michele

006 ; Dupuis, 2007 ). This approach bears two main advantages: (i) it

akes the assessments of the marginals independent of the dependence

tructure, so that probabilistic functions belonging to different families

an be implemented in the joint distribution function, and (ii) due to

he equivalence of the computed probability in the natural variable do-

ain and in the probability domain, estimates can be conducted in the

atter one by operating on finite regions; this property arises from the

erived distribution theory ( Eagleson, 1972 ), since uniform variables

re derived through the probability integral transform ( Angus, 1994 ). 
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Unfortunately, there is no unique definition of return period based

n multivariate statistics. Owing to the absence of a total order relation-

hip in multivariate populations, various operative definitions can be

ormulated, leading to statistically different estimates. As summarized

y Salvadori et al. (2016) , various criteria were suggested to separate

he event population into the sub-critical region and the super-critical

egion: OR, AND, Kendall, Survival-Kendall and structural-based. It is

ecognized that the structural-based criterion however provides a tech-

ically sound strategy to deal with practical engineering problems, since

pecific estimate methods can be developed by using the derived dis-

ribution theory ( Eagleson, 1972 ), aiming at best suiting the dynamics

f the failure mechanism of interest ( Requena et al., 2013 ; Volpi and

iori, 2014 ; Serinaldi, 2015 ). 

Thus, a structural-based criterion is used in the present study to es-

imate the structural residual hazard related to earthen levees breach-

ng due to overtopping. Indeed, overtopping has often been acknowl-

dged as one of the most common causes of levee breaching (see

orogushyn et al., 2009 , and references therein). This probability must

e regarded as a component of the total structural residual hazard , which

hould also incorporate the contributions of all the other significant fail-

re mechanisms. More than the conditional ones, this approach is ca-

able to straightforwardly and effectively investigate the multivariate

ature of the breaching due to overtopping, and delineates a general

trategy to investigate other failure mechanisms. The aleatory uncer-

ainty is represented by a bivariate distribution function of the peak flow

ischarge and the flood duration. This distribution is constructed by us-

ng the Clayton copula. A simplified transformation functions is used

o separate the bivariate population of flood variables into safety and

ailure regions, whose parameters are randomized, according to Monte

arlo simulation techniques. Therefore, the final outcome of the pre-

ented method consists of the average structural residual hazard of levee

reaching and its uncertainty. 

The estimate methodology herein developed is then applied to a real

ite located along the Panaro River in northern Italy, to illustrate its

ractical applicability. The levee is located immediately upstream of

he Bomporto river gauge station, which has recorded a historical se-

ies of hourly flow discharges between 1923 and 1983. Below, key is-

ues regarding the construction of the flood event distribution based

n the copula approach are firstly reported ( Section 2 ). Then, the mod-

ling technique of levee failure mechanism including the estimate of

he residual hazard is fully described ( Section 3 ). The case study and

he related epistemic uncertainty modeling are reported in Section 6 .

he full dataset needed to reproduce the results reported in the present

tudy can be obtained as indicated in Acknowledgment and data

ection. 

. Bivariate probabilistic flood modeling 

In this study, the bivariate modeling of flood events is developed

y using a bivariate joint distribution function (JDF) of the peak flow

ischarge and the flood duration, which can be considered mutually

ependent random variables, whose dependence can be verified by sta-

istical tests. These variables affect the flood volume and can therefore

e used to shape suitable flood hydrographs. According to the Sklar the-

rem ( Sklar, 1959 ), the JDF P QpD can be written in the terms of Eq. (1) ,

here P Qp and P D are respectively the marginal cumulative distribution

unctions (CDFs) of the peak flow discharge q p and the flood duration

 , while C 𝜃 is the copula function. 

 𝑄𝑝𝐷 

(
𝑞 𝑝 , 𝑑 

)
= 𝐶 𝜃

[
𝑃 𝑄𝑝 

(
𝑞 𝑝 
)
, 𝑃 𝐷 ( 𝑑 ) 

]
(1) 

In a bivariate case, the copula function C 𝜃 is defined with respect

o a couple of uniformly distributed random variables u and 𝑣 , vary-

ng in the unitary square [0,1] 2 , which can be derive from the cor-

esponding flood variables through the probability integral transforms

hown in Eq. (2) . Owing to this definition, C is independent of marginal
𝜃
DFs and therefore characterizes only the bivariate dependence struc-

ure ( Salvadori et al., 2007 ). 

 𝜃( 𝑢, 𝑣 ) ∶ [ 0 , 1 ] 2 → [ 0 , 1 ] with 𝑢 = 𝑃 𝑄𝑝 

(
𝑞 𝑝 
)

and 𝑣 = 𝑃 𝐷 ( 𝑑 ) (2)

Thus, the flood variable JDF is decomposed in three functions, so

hat its pieces can be investigated separately from the others and in a

ore effective manner. Essential features of bivariate probabilistic mod-

ling are discussed in the sub-sections reported below, while statistical

nalyses needed to verify the above mentioned assumptions are briefly

eported in Section 5.1 . 

.1. Independent flood sampling 

To assess JDF (1) , independent flood events must be sampled from

he continuous time series. In this study, the peak over threshold

riterion was preferred to the annual maximum statistics, because

f its well-known advantages in terms of sample representativeness

 Todorovic, 1978 ; Lang et al., 1999 ). In addition to the threshold dis-

harge q t , a minimum interevent period between subsequent floods is

mplemented ( Yevjevich, 1967 ), to achieve the independence prereq-

isite of random occurrences ( Brunner et al., 2017 ; Balistrocchi et al.,

017 ). The values of such sampling parameters need to be constrained to

ield realistic description of the physics governing the system forced by

ood events. In general, the threshold parameter needs to yield hydro-

ogic events significant to the system behavior, whereas the minimum

nterevent period needs to be long enough to ensure that the system

nitial condition is restored, when the subsequent event onsets. Once

ndependent flood events are detected, a bivariate sample of peak flow

ischarges 𝑞 𝑝𝑖 and flood durations 𝑑 𝑖 is derived, along with the aver-

ge annual number of flood events 𝜔 . The first observation is extracted

rom the total observed flow discharge and preserves the contribution

f the flow discharge below the threshold. The second observation is

omputed by linearly interpolating the flow discharge variation when

he hydrograph crosses the threshold discharge. 

.2. Dependence structure modeling 

The dependence structure relating the peak flow discharge and the

ood duration is herein modeled by means of the Clayton copula, which

emonstrated satisfactory fitting capabilities ( Chowdhary et al., 2011 ).

able 1 supplies the most general expression of the bivariate members

f this family, whose dependence parameter 𝜃 is strictly positive for

oncordant associations, negative for discordant associations and null

n the limiting case of independence ( Salvadori et al., 2007 ). The rela-

ionship between the dependence parameter and the Kendall rank cor-

elation coefficient 𝜏K is also reported in Table 1 . The dependence struc-

ure expressed by the Clayton copula features a minor event association

tronger than the overall dependence. This property is quantified by a

ower tail dependence coefficient 𝜆L , whose theoretical value is related

o the dependence parameter 𝜃 by the expression reported in Table 1 .

onversely, the upper tail dependence coefficient 𝜆U is null, so that the

xtreme event association is negligible. Note that the tail dependence

erein mentioned refers to theoretical model, independently of the prac-

ical difficulties inherent its assessment ( Serinadi et al., 2015 ). 

Although the Clayton copula provides a thoroughly satisfactory mod-

ling of the empirical dependence structure, alternative copula func-

ions providing different tails modeling, namely the t -Student copula

nd the Gumbel copula, were taken into consideration. This is intended

o merely quantify the effect of misinterpreting the upper and lower tail

ependences on the residual hazard estimate. The t -Student copula is an

lliptic copula that features symmetric tail dependences, as 𝜆L and 𝜆U 

re equal. These coefficients increase with the dependence parameter 𝜃

nd decrease with the degrees of freedom 𝜐, so that for the limiting case

f the Gaussian copula they are null. Differently, in the Gumbel copula

he lower tail dependence is null, while the upper tail dependence coeffi-

ient exists and increases with 𝜃. Further, the independence copula, or Π
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Table 1 

Analyzed copula functions. 

Copula Function Parameters 𝜆l (-) 𝜆u (-) 

Clayton 𝐶 𝜃 ( 𝑢, 𝑣 ) = [ max {( 𝑢 − 𝜃 + 𝑣 − 𝜃 − 1) , 0}] −1∕ 𝜃 𝜃 = 2 𝜏𝑘 ∕ ( 1 − 𝜏𝑘 ) 2 − 1∕ 𝜃 0 

Student 𝐶 𝜃, 𝜐( 𝑢, 𝑣 ) = 
𝑡 −1 
𝜐
( 𝑢 ) 

∫
−∞

𝑡 −1 
𝜐
( 𝑣 ) 

∫
−∞

1 
2𝜋

√
1− 𝜃2 

( 1 + 𝑠 
2 −2 𝜃 𝑠 𝑡 + 𝑡 2 

𝜐 ( 1− 𝜃2 ) 
) 
− ( 𝜐+2 ) 2 

𝑑 𝑠 𝑑 𝑡 𝜃 = sin ( 𝜋 𝜏𝑘 

2 
) ; 𝜐 2 𝑡 𝜐+1 ( − 

√
𝜐+1 

√
1− 𝜃√

1+ 𝜃
) 2 𝑡 𝜐+1 ( − 

√
𝜐+1 

√
1− 𝜃√

1+ 𝜃
) 

Gumbel 𝐶 𝜃 ( 𝑢, 𝑣 ) = exp {−[(− ln 𝑢 ) 𝜃 + (− ln 𝑣 ) 𝜃 ] 1∕ 𝜃} 𝜃 = 1∕ ( 1 − 𝜏𝑘 ) 0 2 − 2 1∕ 𝜃

Independence 𝐶( 𝑢, 𝑣 ) = 𝑢𝑣 – 0 0 

𝜃 dependence parameter (–), 𝜐 degrees of freedom (–), t 𝜐 t -Student univariate distribution with 𝜐 degrees of freedom. 
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opula, was also considered to evaluate the consequences of completely

eglecting the dependence structure. Functions and characteristics of

hese copulas are listed in Table 1 . 

.3. Marginal distribution modeling 

To represent the marginal variability, CDFs conventionally employed

n statistical hydrology were found to be suitable choices. More pre-

isely, satisfactory fits to data were obtained both for the peak flow

ischarge and for the flood duration through the Weibull distribution

unction. With respect to other more popular choices in flood frequency

nalysis, the Weibull model actually yielded the best ability to fit the

pper tail of the peak flow discharge sample and the lower tail of the

ood duration sample. Their expressions are reported in the following

quations, where 𝜅q and 𝜁q are the shape and scale parameters of the

ow discharge distribution (3) , while 𝜅d and 𝜁d are the corresponding

arameters of the flood duration distribution (4) . In Eq. (3) the discharge

hreshold q t is implemented as the distribution lower limit, arising from

he flood event sampling procedure. 

 𝑄𝑝 

(
𝑞 𝑝 
)
= 

⎧ ⎪ ⎨ ⎪ ⎩ 
1 − exp 

[ 
− 

( 

𝑞 𝑝 − 𝑞 𝑡 
𝜁𝑞 

) 𝜅𝑞 
] 

for 𝑞 𝑝 > 𝑞 𝑡 

0 elsewhere 
(3)

 𝐷 ( 𝑑 ) = 

{ 

1 − exp 
[
− 

(
𝑑 

𝜁𝑑 

)𝜅𝑑 
]

for 𝑑 > 0 
0 elsewhere 

(4)

. Breaching modeling 

In general, the estimate of structural failure probabilities can be con-

ucted by means of a limit state function of the type indicated in Eq. (5) ,

xpressing the difference Z between a structure resistance factor R and

n external load factor L ( Apel et al., 2004 ; Vorogushyn et al., 2009 ).

his is a stochastic function in which both the aleatory uncertainty and

he epistemic uncertainty can be accounted for. The first kind of uncer-

ainty is incorporated by means of the JDF featuring the load variables.

onversely, the second kind of uncertainty is incorporated by random-

zing the function parameters, according to Monte Carlo techniques. 

 = 𝑅 − 𝐿 (5)

The sign assumed by the limit state function (5) discriminates

hether the structure is under a safe load condition or not. Therefore,

nly load combinations yielding negative values are assumed to trig-

er the failure mechanism. The resistance factor and the load factor in

q. (5) must be specified for each failure mechanism of interest. The

ethod utilized to define R and L factors for breaching due to overtop-

ing is discussed below. 

.1. Hydraulic load 

The load factors L forcing the levee are herein derived from synthetic

ood events, defined with regard to the same random variables used to

onstruct the JDF given in Eq. (1) . Indeed, according to Ranzi (2005) ,

 complete hydrograph can suitably be defined by using Eq. (6) , which

s developed in analogy with the gamma probability density function to
uit the selected values of peak flow discharge q p and flood duration d .

ence, the instantaneous discharge q depends on the time t , through a

ime scale parameter k , affecting the flood volume, and a shape param-

ter 𝛼, affecting the time to peak. 

 ( 𝑡 ) = 

𝑞 𝑝 

exp [ − ( 𝛼 − 1 ) ] ( 𝛼 − 1 ) 𝛼−1 
(
𝑡 

𝑘 

)𝛼−1 
exp 

(
− 

𝑡 

𝑘 

)
(6)

While the hydrograph dependence on the peak flow discharge q p is

xplicit, the flood duration d indirectly determines the time scale con-

tant k , as these variables are related as shown in Eq. (7) , where Γ(.) is

he complete gamma function. The duration of this kind of hydrograph

s theoretically infinite, but a finite duration can be established with ref-

rence to an equivalent triangular hydrograph, whose volume and peak

qual those of the gamma hydrograph. Indeed, from a practical point of

iew, the recession limb can be considered completely depleted in the

ime period following the duration d . 

 = 

exp [ − ( 𝛼 − 1 ) ] ( 𝛼 − 1 ) 𝛼−2 

2Γ( 𝛼) 
𝑑 (7)

As suggested by Apel et al. (2009) , the limit state for stability before

reaching due to overtopping is given by Eq. (5) , which compares the

rosional stress due to the overflow discharge and the resistance pro-

ided by the turf covering the levee inner talus. In this equation, the

oad factor is given by a specific flow discharge, which is related to the

aximum overflow discharge overtopping the levee crest. In an expedi-

ious procedure, the load factor is estimated to be the maximum excess

ow discharge with respect to an overflow threshold discharge q o , de-

ived for the river section through the normal flow rating curve. Hence,

iven the peak flow discharge q p of the synthetic hydrograph, the spe-

ific discharge q L (m 

2 /s), playing the role of load factor L , is simply

ssessed by Eq. (8) , where a suitable overflow width W o (m) must how-

ver be chosen. In this formulation, the overflow process is assumed to

e identical for both sides of the river system, as appropriated when the

evee crest elevations and discharge coefficients are the same. 

 𝐿 = 

1 
2 
𝑞 𝑝 − 𝑞 𝑜 

𝑊 𝑜 

(8)

.2. Levee resistance factor 

The resistance factor can be estimated by using the formulation pro-

osed by Vrijling (2000) and based on experimental analyses conducted

y Hewett et al. (1987) . A critical velocity 𝑣 𝑐 (m/s) is thus evaluated

ith respect to the overflow duration d o (h) and a dimensionless pa-

ameter f g measuring the erosion resistance capacity of the inner talus

urf, as shown in Eq. (9) . 

 𝑐 = 

[
3 . 9117 + 1 . 5 

(
𝑓 𝑔 − 1 

) ]
1 + 

[
0 . 8575 − 0 . 45 

(
𝑓 𝑔 − 1 

) ]
log 10 𝑑 𝑜 

(9)

The overflow duration d o can directly be derived from the synthetic

ood hydrograph, as the period in which the actual flow discharge q ex-

eeds the threshold overflow discharge q o . The parameter f g depends on

he turf type and quality condition. Parameter f g varies from 0.5 for poor

urf condition to 1.5 for optimal turf conditions, being 1.0 representa-

ive of the average turf condition. However, when filled mats are used

o protect the levee, this parameter can be set equal to 2. The resistance
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actor R is thus set equal to the critical specific discharge q R (m 

2 /s) by

q. (10) , as a function of the critical velocity 𝑣 𝑐 , the Gauckler–Strickler

onductance coefficient k s (m 

1/3 /s) and inclination angle 𝛽 of the inner

alus. 

 𝑅 = 

𝑣 2 . 50 
𝑐 

𝑘 −0 . 25 
𝑠 

125 tan 𝛽 0 . 75 (10) 

Following this criterion, the levee breaches when Z = q R − q L < 0,

epending on both the flood duration d , which rules the critical velocity

or the talus stability, and the peak flow discharge q p , which rules the

ctual overflow discharge. 

.3. Residual hazard estimate 

With respect to the limit state function Z , the population of floods

s split in two dichotomous regions: a safety region, for positive values

f Z , and a failure region, for negative values of Z . In a bivariate case,

uch regions are separated by a curve indicating the exact balance be-

ween the resistance factor and the load factor. By definition, the struc-

ural residual hazard is the integral of the probability density function

ver the failure region. This integral can be computed in the probability

pace by using the copula approach, that is, by transforming the semi-

nfinite regions into definite regions, lying within the unitary square

0,1] 2 . In this application, the failure region Λs can be delimitated as

ndicated in Eq. (11) , where marginal CDFs (3) and (4) need to be

nverted. 

𝑠 = 

{ 

( 𝑢, 𝑣 ) ∈ [ 0 , 1 ] 2 |||𝑍 

[
𝑃 −1 
𝑄𝑝 

( 𝑢 ) , 𝑃 −1 
𝐷 

( 𝑣 ) 
]
< 0 

} 

(11) 

The probability of occurrence of an individual flood event leading to

 breach due to overtopping is thus computed by integrating the copula

ensity function 𝑐 𝜃 = 𝜕 2 𝐶 𝜃∕ ( 𝜕 𝑢 𝜕 𝑣 ) over the failure region Λs . A straight-

orward formulation based on the well-established definition of long-

erm failure probability ( Chow et al., 1988 ), traditionally referred to as

nherent or natural hydrologic risk ( USACE, 1996 ; Akan and Hough-

alen, 2003 ), appears to be appealing and technically sound. Hence,

iven the annual structural residual hazard related to breaching due to

vertopping, obtained by multiplying the event probability for the aver-

ge annual number of events 𝜔 , the long-term structural residual hazard

 N is estimated by Eq. (12) , as the probability that a load q L exceeding

he system resistance capacity q R occurs in N years. This time interval

as firstly defined by Thomas (1948) as planning period. 

 𝑁 

= 1 − 

⎛ ⎜ ⎜ ⎜ ⎝ 1 − 𝜔 ∫
Λ𝑠 

𝑐 𝜃 𝑑 𝑢 𝑑 𝑣 

⎞ ⎟ ⎟ ⎟ ⎠ 
𝑁 

(12)

The design hydraulic residual hazard , routinely adopted in hydrol-

gy to assess the failure probability, can be computed according to this

ethodology as well. In this case, a univariate approach can be followed,

s only the exceedance probability of the threshold flow discharge is in-

olved in the failure mechanism. Hence, with regard to the bivariate

pace herein utilized, the failure region Λd can be delimitated as shown

n Eq. (13) . The long-term design hydraulic residual hazard H’ N is finally

iven by Eq. (14) . 

𝑑 = 

{ 

( 𝑢, 𝑣 ) ∈ [ 0 , 1 ] 2 |||𝑃 −1 𝑄𝑝 
( 𝑢 ) ≥ 𝑞 𝑜 

} 

(13) 

 

′
𝑁 

= 1 − 

{
1 − 𝜔 

[
1 − 𝑃 𝑄𝑝 

(
𝑞 𝑜 
)]}𝑁 

(14)

. Case study 

The estimate method of the structural residual hazard herein devel-

ped was applied to a real-world levee located along the left hand side

ank of the Panaro River, the last right hand side bank tributary of the

o River (northern Italy). This study site is located 1 km upstream of

he Bomporto gauge station. As can be seen in Fig. 1 a, this river sec-

ion lies in the Padan Plain and drains nearly the total watershed area.
he river flow was monitored from 1923 to 1983 by the Italian hy-

rographic agency (Servizio Idrografico Italiano, SII), providing an al-

ost complete 52-year series of hourly flow discharges. This series is

epresentative of riverflows occurring prior to the construction of the

ant’Anna flood control reservoir, a 24 ×10 6 m 

3 on-line storage capac-

ty located twenty kilometers upstream of the Bomporto river section.

owever, the aim of the application reported in the present study is

ot to provide a site-specific assessment of earthen levee safety, but

ather to illustrate a general methodology that can be applied to any

arthen levee system, independently of presence or not of a flood con-

rol reservoir. The availability of direct flow observations makes it pos-

ible to strictly focus on the main objective of this study, leaving apart

he uncertainties related to the other components of the risk analysis

hain. 

.1. Site description 

The Panaro River originates from the northern hillside of the Apen-

ines and, after a course 130 km long, reaches the Po River next to Fi-

arolo, where the first documented bank breach of the Po River occurred

n the XII century. The total watershed area drained at the river outlet

mounts to 1780 km 

2 . The Bomporto gauge station, shown in Fig. 1 b, be-

ongs to a plain river reach and drains a catchment displaying an area of

036 km 

2 , a main stream length of 106 km, an average elevation drop of

40 m, and a time of concentration t c of about 14 h. In this river section

he flow discharge regime is normally due to rainfall events, but impor-

ant snow melt contributions can be observed in winter and in spring.

n the Apennine side of Po River drainage basin, the rainfall regime has

wo maxima: the main one in autumn and the secondary one in spring.

ummer and winter are typically dry seasons. In late spring and in sum-

er, rainfalls are usually generated by convective storms with limited

patial extensions, featuring high intensities, short durations, and rel-

tively small volumes and limited spatial extensions, with respect to

tratiform precipitations occurring in autumn. Stratiform events feature

onger durations, lower intensities, and larger rainfall volumes. In terms

f flood severity, rainy seasons represent the most critical periods: the

argest flood event occurs basically in autumn and a secondary flood

vent occurs in spring. Large flood events due to rainfall on snow have

owever been observed in winter. The short time of concentration con-

ributes to make such flood events particularly intense, so that peak

ow discharges up to 925 m 

3 /s were measured during the observation

eriod. No glacier is present to sustain the flow discharge during sum-

er, so that low baseflow is often observed from the end of July and the

eginning of September. 

The riverbed of the Panaro River plain reach was recently surveyed

y a high-precision LIDAR scan, displaying elevation error less than

5 cm and plain error less than 30 cm, that was used to generate a 1-m

igital terrain model. A detailed and reliable geometrical characteriza-

ion of the analyzed levee was then extracted from the available high-

esolution digital elevation model. As can be seen in Fig. 1 c, a nearly

ymmetric river section, characterized by a shallow channel bounded

y large banks is depicted. The levee crests rise up to 30.5 m a.s.l. on

oth sides, delimitating a cross section area of about 610 m 

2 . In the last

ecades, due to a general reduction of the resources devoted to river bed

aintenance, intense brush and bush covers have grown up on the banks

nd even in the channel, so that extensive sediment deposits have de-

eloped. However, in the past, when the series utilized in this study was

bserved by SII, maintenance were routinely conducted by removing

egetation and sediments. The overall conveyance capacity has signif-

cantly decreased since the early ‘80s, as evidenced by the comparison

f the normal flow rating curve estimated by the regional agency cur-

ently in charge of the hydro-meteorological monitoring of the Panaro

iver watershed ( ARPAE, 2016 ), and that defined in the SII hydrologic

nnals ( SII, 1940 ). To ensure consistency with the available time series,

he hydraulic conductivity parameters were set with regard to the nor-

al flow rating curve assessed by SII under the former condition and
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Fig. 1. a Locations of the Bomborto stream gauge station and of the analyzed river cross-section along the Panaro River, b Bomporto stream gauge section seen from 

downstream in winter, c river section outline and d corresponding normal flow rating curve. 
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uniformly inside the selected range. 
or this reason the time series was limited to the period 1923–83. It

s stresses here that the case study reported in this paper is not aimed

t providing a site-specific test of the present condition of the Panaro

iver, but rather to test a new methodology in a technically sound man-

er. A quite straight river bed, featuring fine grain sediments in the

hannel and banks mainly covered by grass and moderate-light brush

ere assumed to represent the considered study site. Gauckler–Strickler

onductance coefficients for the channel k sc and for the banks k sb have

een set equal to 30 m 

1/3 /s and 13 m 

1/3 /s, respectively. The resulting

ormal flow rating curve is plotted in Fig. 1 d. The overflow threshold

ischarge q o is estimated to be 930 m 

3 /s. 

.2. Epistemic uncertainty modeling 

Bearing in mind the reliability of the topographic survey, the pa-

ameter set taken into consideration for the epistemic uncertainty mod-

ling is essentially selected to represent the hydraulic and hydrologic

ncertainties. Such parameters are listed below, in order of importance

ith respect to the estimate procedure sensitivity, along with the char-

cteristics of the corresponding CDFs implemented in the Monte Carlo

imulations. 

• Overflow threshold discharge q o : this variability was accounted

for by using the normal rating curve, since the most relevant un-

certainties arise from the estimate of the Gauckler–Strickler con-

ductance coefficients for channel and banks; their mean values

were selected to reproduce the value of 930 m 

3 /s at the ele-

vation of 30.5 m a.s.l.; these mean values can reasonably vary

within ± 10% with respect to their averages, and their standard

deviations can be set equal to 1/6 of this range; thus, the stan-

dard deviation of the overflow threshold discharge is estimated at

27.3 m 

3 /s, by applying the properties of the dependent random
variables; the overflow threshold discharge was then modeled by

using a log-normal distribution. 
• Overflow width W o : for practical application purposes, the over-

flow width can be set equal to the breach width; according to

historical breaches data, gathered in the Po River valley, the vari-

ability of such widths can be represented by a log-normal distri-

bution having mean of 94 m and standard deviation of 21.7 m

( Mazzoleni et al., 2014 ). 
• Turf resistance factor f g : a triangular distribution can be used

to represent the uncertainty related to the erosion resistance of-

fered by common grass covers ( Mazzoleni et al., 2017 ); herein,

the maximum range of variability 0.5–1.5 is used ( Apel et al.,

2009 ) while the distribution mode is located in the range upper

extreme; this choice is justified by considering that most of the

floods occur in spring and autumn, when the turf condition is

good due to the abundant precipitation, while the probability of

occurrence of relevant floods in summer, the dry and warm sea-

son, is very low. 
• Gauckler–Strickler conductance coefficient of the inner talus turf

k s : the average value of the roughness coefficient of a grass cover

with light brush can reasonably be set equal to 20 m 

1/3 /s; by

assuming a variability range of ± 10% with respect to this mean,

the standard deviation can be set at about 0.7 m 

1/3 /s, that is 1/6

of the variability range; a log-normal distribution was adopted in

this case as made for q o . 
• Hydrograph shape parameter 𝛼: to suitably approximate the flood

hydrographs observed in the Panaro River, shape parameters can

be chosen between 2 and 3 ( Ranzi, 2005 ; Balistrocchi et al.,

2018 ): the more anticipated the peak flow discharge, the smaller

the shape parameter is; this parameter can be assumed to vary
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Fig. 2. Comparison of 𝜒-plots of the peak flow discharge and the flood duration 

couple derived for the observed sample and for a five hundred event sample 

simulated by using the assessed Clayton copula: a lower tail and b upper tail ( 𝜒

departure from independence, 𝜆 departure from bivariate median, confidence 

limits for independence plotted for 10% significance). 
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. Results and discussion 

The sampling of independent flood events from the continuous

ow discharge series was conducted by using a threshold flow discharge

 t equal to 240 m 

3 /s and a minimum interevent period equal to 24 h. The

rst value was chosen in accordance with the normal flow rating curve

eported in Fig. 1 d, in order to obtain flood events that actually overflow

he low flow banks and appreciably affect the considered levee. The sec-

nd value was set with regard to the watershed time of concentration,

hich was estimated to be about 14 h. The occurrence of multiple peak

oods affects the resistance factor R , which decreases with the flood du-

ation. Thus, a period separating the end of the recession limb and the

nset of the rising limb of the successive peak that is larger than the time

f concentration can be considered suitable for the initial condition of

he inner turf to be restored. The first outcome for this parameterization

f the flood event sampling procedure is the derivation of an average

nnual number of independent flood events 𝜔 , which was found to be

qual to 2.27. This is a small value, supporting the independence hy-

othesis on flood occurrence. Moreover, 𝜔 is consistent with the above

iscussed experience on the flood regime in the Po River right bank trib-

taries. A strong concordant association is detected between the peak

ow discharges and the flood durations, as the Kendall coefficient is

stimated to be 0.72 ( p-value testing independence < 0.1%). 

.1. Joint distribution function assessment 

In this application, the moment-like method was adopted to fit the

ono parametric copulas listed in Table 1 to sample data, since it

s computationally more efficient and yielded estimates very similar

o those achieved by the pseudo-likelihood method; this last method

as exploited only for the bi parametric t -Student copula ( Genest and

avre, 2007 ). Table 2 summarizes the estimated dependence parameters

long with the log-pseudo-likelihood values L h , while visual fitting eval-

ations are provided in the supplementary material. As can be seen, the

layton copula provides the highest likelihood, while the Gumbel cop-

la the lowest one. The evaluation of the goodness-of-fit was conducted

y the statistical test proposed by Genest et al. (2009) . Thus, the adapta-

ion of the theoretical copula to its empirical counterpart was measured

y the Cramer–Von-Mises criterion S n , as the sum of the squared residu-

ls. By using a parametric bootstrap procedure, the null hypothesis that

he underlying copula is the selected one can be tested, obtaining an

pproximated p-value . As the sample size n is slightly greater than 10 2 ,

 number of simulation runs equal to 10 5 was considered to be suffi-

ient to obtain accurate p-value estimates. Details on pseudo-observation

eneration through Monte Carlo simulation techniques, based on condi-

ional approaches improved by using the probability integral transform

an be found in Mai and Scherer (2012) and Hofert et al. (2018) . In par-

icular, p-values are strongly affected by the latter step. This is a compu-

ationally intensive procedure, whose burden is however significantly

ecreased by using the moment-like method to assess the theoretical

opulas. The null hypothesis of independence can definitely be rejected,

videncing the significance of the concordance between flood variables.

ll the other copulas yield very low S n values, even if the goodness-of-fit

hows a progressive detriment when the lower tail dependence is dis-

egarded. The p-value estimates indicate that the Clayton copula cannot

e rejected with respect to the 10% significance, while the others can.
Table 2 

Calibration parameters, log-pseudo-likelihood Cramer–Von Mises 

statistics and p-values of tested copula functions (10 5 simulation runs). 

Copula Parameter L h S n p - value (%) 

Clayton 𝜃 = 5.15 101.8 0.0155 33.9 

Student 𝜃 = 0.89, 𝜐= 3.12 91.4 0.0287 2.6 

Gumbel 𝜃 = 3.57 66.4 0.0393 0.2 

Independence – 0 1.8920 < 0.1 

t  

t  

t  

c  

p  

t  

t

S  

o  

S  
onsistently with the log-pseudo-likelihood L h estimates, the smallest

 n value is displayed by the Clayton copula, the largest S n value by the

umbel copula, while the t -Student copula shows an intermediate result.

In addition to the overall goodness-of-fit evaluation provided by test

tatistics, a deeper insight into the tails behavior was accomplished

y means of the 𝜒-plots ( Fisher and Switzer, 1985 ). Such data visual

xplorations should be preferred to empirical tail coefficient estima-

ors, since these estimates are presently affected by several drawbacks

 Serinaldi et al., 2015 ), so that their quantification is a nontrivial task.

 𝜒-plot consists in a scatterplot of the departure from bivariate inde-

endence 𝜒 versus the distance from bivariate median 𝜆. As suggested

y Abberger (2005) , 𝜒-plots can be exploited to investigate the tails be-

avior, when data subsets belonging to the lower-left quadrant (lower

ail) and the upper-right quadrant (upper tail) with respect to the bi-

ariate median are considered. The obtained 𝜒-plots are illustrated in

ig. 2 , where the confidence limits testing independence are plotted for

0% significance according to Fisher and Switzer (2001) . The lower tail

s investigated in Fig. 2 a: the 𝜒-plot reveals that the tail independence

ypothesis can largely be rejected, as most of the occurrences lie out

f the confidence limits. In addition, some occurrences show 𝜒 values

p to one, evidencing a strong lower tail dependence. On the contrary,

he 𝜒-plot reported in Fig. 2 b shows that the upper tail dependence is

egligible, since a greater number of occurrences lies within the confi-

ence boundary and 𝜒 values are always less than 0.5. Such outcomes

eveal that a theoretical copula featuring lower tail dependence but not

pper tail dependence should be preferred to other functions for suiting

he pseudo-observation sample, and further support the choice of the

layton copula as the most suitable solution. 

To complete the JDF in accordance with Eq. (1) , marginal dis-

ributions were fitted to the univariate samples by the maximum

ikelihood method, yielding these parameter estimates: 𝜅q = 0.85,

q = 109.19 m 

3 /s, 𝜅d = 1.30, 𝜁d = 18.54 h. It can be noticed that the

hape parameter of the peak flow discharge marginal is less than one,

hile that of the flood duration marginal is greater than one. This de-

otes different probability density functions for the marginal variables.

n the first case, the function is monotonically decreasing from the lower

imit, where a vertical asymptote is present. In the second case, the func-

ion features a finite maximum, corresponding to a mode greater than

he lower limit. Confidence boundary tests for 10% significance are illus-

rated in Fig. 3 , to show the goodness-of-fit of the selected CDFs. In both

ases, since no occurrence lies outside the confidence limits, the null hy-

othesis cannot be rejected. A particular emphasis is given to the upper

ail, to highlight the capability of the Weibull distributions to represent

he characteristics of extreme flood events. Finally, the Kolmogorov–

mirnov test and the Anderson–Darling test strengthen the suitability

f the selected Weibull distributions, see for details D’Agostino and

tephens (1986) and Kottegoda and Rosso (2008) and references therein
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Fig. 3. Confidence boundary test of a the peak flow discharge distribution and 

b the flood duration distribution (10% confidence limits). 

Table 3 

Kolmogorov–Smirnov statistics D max and Anderson–Darling 

statistics A 

2 and corresponding critical values D n 𝛼 and 

A c (10% significance), obtained when testing the Weibull 

marginal distributions. 

Marginal distribution D max D n 𝛼 A 2 A c 

Peak flow discharge 0.048 0.112 0.367 0.637 

Flood duration 0.046 0.112 0.364 0.637 
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Fig. 4. Examples of the dichotomous split of the bivariate population induced 

by the limit state function for q o = 930 m 

3 /s, W o = 94 m, k s = 20 m 

1/3 /s, 𝛼 = 2.5, 

and a f g = 0.8 and b f g = 2.0; failure region Λs referred to the structural resid- 

ual hazard (region 3), failure region Λd referred to the design hydraulic residual 

hazard (union of region 3 and region 2), safety region referred to the structural 

residual hazard (union of region 1 and region 2), safety region referred to the 

design hydraulic residual hazard (region 1). 
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or corresponding statistical tables. As can be seen in Table 3 , where

est statistics are summarized along with the corresponding critical

alues for 10% significance, both null hypotheses cannot be rejected.

olmogorov–Smirnov critical values were estimated with reference to

arge samples ( n greater than 40), while Anderson–Darling statistics

ere increased by the correction factor 1 + 0.20/ n 0.5 , to account for that

he distribution parameters are estimated from the sample used in the

est. A satisfactory representation of the marginal tails by the Weibull

unctions is depicted for the peak flow discharge and the flood duration,

s the Anderson–Darling statistics A 2 are less than the critical value A c .

oreover, the goodness of the global adaptation is further confirmed

y the Kolmogorov–Smirnov statistics D max , which is found to be signif-

cantly less than the critical value D n 𝛼 . 

.2. Residual hazard function derivation 

Two examples of the dichotomous split of the flood variable popula-

ion derived by means of limit state function (5) are illustrated in Fig. 4 ,
or two different turf cover resistances: common grass turf under poor

ondition Fig. 4 a) and filled mats turf ( Fig. 4 b). In both cases, concep-

ually sound boundaries separating the safety region from the failure

egion are derived, as the peak flow discharge triggering the breach-

ng mechanism due to overtopping decreases with the flood duration,

symptotically approaching the overflow threshold discharge q o . Con-

ersely, when short duration floods occur, very large peak flow dis-

harges are needed for the overtopping breaching mechanism to be

riggered. Further, region 2, including the flood events overtopping the

evee crest but not triggering a breach, increases as the turf resistance

trengthens. The failure region referred to the structural residual haz-

rd Λs defined in Eq. (11) is given by region 3, including flood events

eading to negative values of the limit state function (5) . Conversely,

he union of region 1 and region 2, which are separated by the thresh-

ld overflow discharge q o , is the complementary safety region. When

he design hydraulic residual hazard is considered, the failure region Λd 

efined in Eq. (13) is given by the union of region 2 and region 3,

hereas the safety region is given by region 1. Hence, the inequal-

ty relating H N to H’ N , discussed in Section 3.3 , is respected, since the

tructural failure region Λs is smaller than the design hydraulic failure

egion Λd . 

Monte Carlo simulation outcomes are summarized in the box-plots

eported in Fig. 5 , where the variability due to the H N epistemic uncer-

ainty, related to the four copula models listed in Table 1 , is estimated

y analyzing 10 3 simulation runs. The hazard variability in Fig. 5 a is

erived according to the JDF based on the Clayton copula, which is re-

arded in this study as a benchmark. The estimated average value of the

nnual probability of breaching due to overtopping is equal to 0.71%,

o that a return period of about 62 years can be associated to this kind

f event. Such a result is consistent with the fact that breaches due to
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Fig. 5. Box plots of the structural residual hazard H N for different planning pe- 

riods N , estimated through a the Clayton copula, b the t -Student copula, c the 

Gumbel copula and d the independence copula. 
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Fig. 6. Box plots of the structural residual hazard H N , estimated through different 

models: bivariate model assuming the marginal variables independence (BI), 

bivariate model assuming the marginal variables dependence suiting the Clayton 

copula (BC), univariate model based on the Weibull distribution of the peak 

flow discharge (UW) (i.e. design hydraulic residual hazard ); boxes are plotted for 

increasing planning periods N: a 20 years, b 50 years, c 100 years and d 200 

years. 
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6

vertopping did not occur in this river section during the observation

eriod of the flow discharges. However, the safety degree provided by

his levee is largely insufficient. Indeed, the residual hazard H N is high.

ith reference to a time period N of 100 years, conventionally adopted

or the levee safety verification in the Po River hydrographic district, H N 

edian is estimated to be 80%, while, for N equal to 200 years, H N rises

p to 96%. The epistemic uncertainty, assessed in the order of ± 5%, for

he time period of most interest (50–100 years), determines a moderate

 N variability. Such a variability is found to decrease for the N values

f 20 years and 200 years, when H N approaches the lower and upper

imits for the hazard. 

When the box plots derived through the Clayton copula are com-

ared to those derived through the t -Student copula, shown in Fig. 5 b,

nd through the Gumbel copula, shown in Fig. 5 c, almost identical esti-

ates are found, both in terms of expected values and uncertainty. Ac-

nowledging the existence of the upper tail dependence actually deter-

ines a slight H N overestimate, due to the increase in the copula density

axima in the failure region. The average values of annual breaching

robability due to overtopping obtained by using the t-Student copula

nd the Gumbel copula are, respectively, 3% and 4% larger than those

btained from the Clayton copula. From a practical point of view, such

verestimates are nevertheless negligible in terms of long-term hazard.

n the contrary, the assumption of flood variable independence yields

ignificant H N underestimates. The average value of the annual breach-

ng probability due to overtopping is actually 16% less than the estimate

btained from the bivariate Clayton copula. Neglecting the dependence

tructure is often considered to be a conservative assumption, as as-

umed in the analytical-probabilistic methods when dealing with flow

ischarge derivations ( Guo and Adams, 1999 ; Wang and Guo, 2018 ). In

ome applications it actually determines significant overestimates of the

esign hydrologic inputs ( Balistrocchi and Bacchi, 2017 ). Herein, how-

ver, this result can easily be explained by the decrease in the copula

ensity values in the failure region and its uniform redistribution in the

afety region. 

As shown in Fig. 6 , where the box plots referred to the Clayton copula

nd to the independence copula are compared for different planning pe-

iods N , estimate differences are more appreciable than those due to the

isinterpretation of the tail dependences, even though these differences
an be assessed in no more than 5.0%, for N varying between 20 years

nd 100 years. When N increases, such underestimate becomes negligi-

le, as H N approaches the unity. In Fig. 6 an additional comparison is

eported between the assessments of H N and H’ N . These last box plots

erive from a univariate approach relying on CDF (3) , where only the

ncertainty of q o is accounted for. As can be seen, the residual hazard

s greater than the ones assessed through the bivariate approaches. On

he one hand, this outcome is meaningful and supports the reliability of

he benchmark bivariate approach. On the other hand, the overestimate

s acceptable in this kind of context. In terms of average values of the

nnual breaching probability due to overtopping, it amounts to 21.0%,

ut in terms of long-term structural residual hazard it reduces down to

.0%, for the time periods of most interest. Therefore, the design hy-

raulic residual hazard could be considered an expeditious and conser-

ative method to assess the structural residual hazard of breaching due to

vertopping, when dealing with earthen levees conventionally protected

y grass covers. This behavior is not characteristics of all the hazard as-

essment problems. For instance, Moftakhari et al. (2019) , dealing with

he hazard assessment in estuaries and tidal channels related to peak

ow discharges and ocean levels, found that the OR method to estimate

he return period is more conservative than the AND method, and both

re more conservative than the univariate approaches only relying on

arginals. 

It is finally noted that the uncertainty estimated through the univari-

te approach shows to be moderately less than that estimated through

he bivariate approach. In terms of variation coefficient of the annual

reaching probability due to overtopping, the univariate approach fea-

ures an epistemic uncertainty less than 4.4% with respect to the bivari-

te Clayton copula one. This demonstrates that, according to the fail-

re mechanism methodology proposed in the present study, the major

ontribution to the overall epistemic uncertainty is related to overflow

ischarge. As expected, under the independence assumption, the epis-

emic uncertainty is broader, as the variation coefficient increases of

.2% with respect to the bivariate Clayton copula assumption. 
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. Summary and conclusions 

The bivariate probabilistic modeling of flood events has been used

o develop a methodology for the estimation of the structural residual

azard , which can extensively be applied to earthen levees breaching

ue to overtopping ( Section 3 ). This methodology delineates a concep-

ually sound and computationally efficient strategy to account for the

ultivariate nature of the earthen levee failure mechanisms triggered

y floods. The mutual dependence of peak flow discharge and flood

uration was suitably expressed by means of a Clayton copula, charac-

erized by a strong concordance, a significant lower tail but a negligible

pper tail ( Table 2 and Fig. 2 ). The copula approach made it possible to

ffectively investigate the different factors affecting the specific failure

echanism considered in the present study ( Section 5.1 ). This method-

logy was tested on a real-world levee lying along the Panaro River in

orthern Italy ( Fig. 1 ). Results consistent with the historical knowledge

nd with the empirical data were obtained. The developed methodol-

gy is by no means site specific, as it can be exported to other earthen

evee systems independently of the geographical area and the river flow

egime. 

A suitable representation of flow discharge, both in terms of marginal

istributions and normal flow rating curve characterizing the analyzed

iver section, played a primary role in ensuring the overall reliability of

he proposed methodology. This is due to the influence of the overflow

hreshold discharge in the split of the bivariate population into the safety

egion and the breach failure region ( Section 5.2 ). The value of the peak

ow discharge q p on the boundary separating such regions (solid line in

ig. 4 ) is greater than the overflow threshold value q o (dot line in Fig. 4 )

nd tends to q o when the flood duration tends to infinity. Conversely,

ther aspects of the theoretical functions used to model the dependence

tructure, such as the upper tail dependence, have a nearly negligible

mpact on the residual hazard estimate ( Fig. 5 ). This can be explained by

he combination of some factors: the moderate capability of the other

ested copulas to fit the sample data, the shape of the failure region,

nd the limit state function utilized to represent the particular failure

echanism modeled in the present study ( Section 3 ). As discussed in

ection 1 , the existence of upper or lower tail dependence properties

n flood event series is a long-debated argument in the literature, since

ts misinterpretation is often claimed as a reason for relevant hazard

stimation errors. Focusing on modeling uncertainty, the low sensitivity

o tails represents therefore an advantage of this methodology ( Fig. 5 a–

). 

An exception is nevertheless given by the independence copula

 Fig. 5 d): completely disregarding the concordance between peak flow

ischarge and flood duration leads to appreciable underestimates of

he residual hazard, highlighting that the independence assumption is

asically non-conservative and should therefore be avoided in the as-

essment of the hazard associated with breaching due to overtopping

 Fig. 6 ). A more suitable assumption is obtained by equaling the over-

opping probability to the breaching probability related to overtopping,

erein referred to as design hydraulic residual hazard and structural resid-

al hazard, respectively ( Fig. 6 ). This evidence was found to be con-

istent with the real-world experience in the Po River valley, where

reaches were normally observed when an earthen levee is overtopped

y a barely significant overflow discharge. This outcome was easily be

xplained by the copula approach, as well ( Section 5.2 ). Owing to the

ependence structure delineated by the Clayton copula, the integral of

opula density over the region included between the overflow threshold

ischarge and the boundary of the safety region was found to be small as

ompared to the failure probability ( Fig. 4 ). This integral indeed mea-

ures the probability that an overtopping overflow does not trigger a

reach ( Section 3.3 ). 

All these conclusions apply to conventional earthen levees, simply

overed by grass or light brush, for which no specific protections are

upplied in order to increase the erosion resistance capability of the

evee crest and the inner talus. In presence of structural mitigation prac-
ices, the limit state function herein considered should be extended, to

ccount for different erosion mechanisms, so that significantly differ-

nt results could be drawn. In this regard, future developments should

nvolve the generalization of the bivariate approach presented in this

tudy to alternative overtopping erosion dynamics or to different failure

echanisms, such as piping or seepage breaching. Indeed, the overall

tructural residual hazard must account for all the potential failure mech-

nisms. A further research perspective also includes the estimate of the

ooding volume resulting from a breach triggered by a combination of

eak flow discharge and flood duration pair and the resulting damages

nd residual risk. 
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