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[1] Surface flow paths are obtained from gridded elevation data by connecting grid cell
centers along predetermined flow directions. These flow directions are commonly
determined using single and multiple flow direction algorithms. It remains, however,
unclear whether multiple flow direction algorithms, which introduce artificial dispersion,
can be used to describe surface flow paths and gravity-driven processes across a
terrain without causing unrealistic flow dispersion. To explore this issue, a unified
algorithm for the determination of flow directions has been developed, and new methods
for the validation of the resulting surface flow paths are introduced. The unified algorithm
makes it possible, by setting appropriate parameters, to perform local or path-based
analyses and to experiment with different combinations of single and multiple flow
directions in a morphologically significant manner. The new validation methods use
drainage systems delineated from contour elevation data as a reference and take into
consideration the overlap between these systems and those obtained from gridded
elevation data. The unified algorithm is presented, and the results are evaluated for
selected case studies in order to provide guidance on the use of surface flow path
algorithms based on gridded elevation data.
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1. Introduction

[2] Surface flow paths describe the way in which water and
sediments move on the land surface under the effect of
gravity. In principle, these paths can easily be determined
from contour elevation data as those lines that intersect
contour lines at right angles [Maxwell, 1870]. However, this
problem presents practical difficulties that can only be
overcome by means of complex numerical techniques [e.g.,
Dawes and Short, 1994; Moretti and Orlandini, 2008].
Moreover, a classical flow net derived by using flow lines
is not suited to natural landscapes because flow strips
continually merge or split, and the flow net has to bemodified
by amalgamating excessively small elements and subdivid-
ing excessively large elements [Moore and Grayson, 1991].
The practical difficulties inherent in the analysis of contour
elevation data have led hydrologists to develop and use more
efficient and straightforward digital elevationmodels, such as
gridded (regular network) or triangulated irregular network
digital elevation models [e.g., Orlandini and Rosso, 1998;
Ivanov et al., 2004]. While the delineation of drainage basins
and the construction of flow nets from contour elevation data
have been dealt with by Moretti and Orlandini [2008], the
present study focuses on the determination of surface flow
paths from gridded elevation data.
[3] Surface flow paths are obtained from gridded eleva-

tion data by connecting grid cell centers along predeter-
mined flow directions [e.g., Gallant and Wilson, 2000]. The
earliest and simplest method for specifying these flow

directions is to assign a pointer from each cell to one of
its eight neighbors, either adjacent or diagonal, in the
direction of the steepest downward slope. This method
was introduced by O’Callaghan and Mark [1984] and
Marks et al. [1984] and is commonly designated as D8
(eight flow directions). The D8 approach, however, has two
major limitations: (1) the flow direction from each cell is
restricted to only eight possibilities separated by p/4 rad
(when square cells are used), and (2) a drainage area, which
originates over a two-dimensional cell, is treated as a point
source (nondimensional) and projected downslope by a line
(one-dimensional) [Moore and Grayson, 1991]. To mitigate
these limitations, alternative methods have been proposed
[e.g.,Fairfield and Leymarie, 1991;Freeman, 1991;Quinn et al.,
1991; Lea, 1992; Costa-Cabral and Burges, 1994; Tarboton,
1997; Orlandini et al., 2003; Seibert and McGlynn, 2007].
A critical review of methods developed in the early 1990s is
given by Tarboton [1997]. More recent methods are also
considered in this study by focusing attention on the use of
single and multiple flow directions. Single flow direction
methods allow flow from a cell to only one downslope
nearest-neighbor cell, while multiple flow direction methods
allow flow to be distributed to more than one downslope
nearest-neighbor cells [e.g., Gallant and Wilson, 2000, pp.
61 and 64].
[4] Multiple flow direction methods have been introduced

and developed to improve the computation of drainage areas
and the description of surface flow paths over morpholog-
ically divergent terrains [Freeman, 1991; Quinn et al.,
1991]. However, these methods produce artificial dispersion
of flow from a cell to neighboring cells at a lower elevation,
which may be inconsistent with the physical definition of
drainage area [Maxwell, 1870; Leopold et al., 1964, p. 131].
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Tarboton [1997] presented a multiple flow direction method
that attempted to minimize artificial dispersion, arguing that
physical dispersion of water, sediments, and solutes, if
necessary, should be modeled separately. Nonetheless, this
method still produces some artificial dispersion, to a degree
that is variable depending on flow direction. Orlandini et al.
[2003] agreed with Tarboton’s [1997] approach, noting that
single flow direction methods are nondispersive and may
provide a better description of nondispersive processes,
especially to the extent that grid bias can be reduced using
flow path approaches.
[5] It is emphasized here that artificial dispersion in terrain

analysis is clearly inconsistent with the purely morpholog-
ical definition of drainage area based on Maxwell’s [1870]
theory, and may also be inconsistent with any broader
definition of drainage area based on contribution of water,
sediments, and solutes, since physical dispersion inherent in
transport processes across a terrain may not obey the same
laws as artificial dispersion. The role of physical dispersion
of water, sediments, and solutes across a terrain is not
questioned here, but rather the principle is followed that a
sound study of these processes should be based on a purely
morphological description of the terrain and a separate
description of the transport processes occurring across the
terrain. In this perspective, moderately dispersive methods
based on Tarboton’s [1997] approach are considered, and
inconsistencies with the morphological definition of drain-
age area due to artificial dispersion are investigated. If
present, inconsistencies affecting moderately dispersive
methods are expected to affect also more markedly disper-
sive methods [e.g., Quinn et al., 1991; Seibert and McGlynn,
2007]. However, it is stressed here that deliberately disper-
sive methods do not conform with the principle mentioned
above, and thus are not within the focus of this study.
[6] Inferences on the accuracy of surface flow paths have

been widely made by considering the resulting drainage
areas, but this strategy may not be entirely sound since
a correct value of the drainage area at a given location
does not necessarily reflect a correct determination of
surface flow paths across the upslope terrain. New valida-

tion methods are developed in this study by using drainage
systems delineated from contour elevation data as a ref-
erence, and by considering the overlap between these
systems and those obtained from gridded elevation data.
Numerical experiments are carried out by using (1) highly
accurate (contour and gridded) elevation data generated
from a lidar survey of an area in the Italian Alps, (2) the
methods for the analysis of contour elevation data devel-
oped by Moretti and Orlandini [2008], and (3) a unified
algorithm for the determination of surface flow paths from
gridded elevation data that makes it possible, by setting
appropriate parameters, local or path-based analyses and a
hybrid morphology-driven use of single and multiple flow
directions across the processed terrain. The unified algorithm
is described in section 2; the validation methods are presented
in section 3; the case studies are reported in sections 4; and
the discussion of the results is provided in section 5.

2. Determination of Surface Flow Paths

[7] A unified algorithm for the determination of surface
flow paths and drainage areas from gridded elevation data
is developed by combining (1) the method for the com-
putation of steepest flow directions introduced by Tarboton
[1997], (2) the local and path-based analyses described by
Orlandini et al. [2003], and (3) a hybrid use of single and
multiple flow directions based on the determination of the
local plan (or contour) curvature given by Zevenbergen
and Thorne [1987]. A general formulation is described in
sections 2.1–2.5. Relevant cases derived by setting appro-
priate parameters from this general formulation are high-
lighted in section 2.6.

2.1. Steepest Flow Directions

[8] Following the method introduced by Tarboton [1997],
the elementary computational system sketched in Figure 1a
is used to compute the steepest (downward) flow direction
for all cells of a grid-based digital elevation model. Square
cells having size equal to h are considered and a block-
centered scheme with each elevation value taken to represent
the elevation of the center of the corresponding cell is

Figure 1. Sketch of the elementary computational systems used to determine (a) flow directions and
(b) plan (or contour) curvatures.
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adopted. Eight planar triangular facets are formed between
the cell and its eight neighboring cells. The three-dimen-
sional geometry of each facet is characterized by the ele-
vations ei (i = 0,1,2). These elevations are arranged such that
e0 is in the center point, e1 is in the point to the side, and e2 is
in the diagonal point. For a generic triangular facet, the slope
(downward) can be represented by the vector (s1,s2), where
s1 = (e0–e1)/h and s2 = (e1–e2)/h. The direction (angle with
the cardinal direction of the facet) and magnitude of the
maximum slope in the facet are r = arctan(s2/s1) and smax =
(s1
2 + s2

2)1/2, respectively. If r is not in the angle range of the
facet at the center point [0,p/4 rad], then r needs to be set as
the direction along the appropriate edge and smax assigned as
the slope along the edge. If r < 0, then r and smax are set equal
to 0 and s1, respectively. If r > p/4 rad, then r and smax are set
equal to p/4 rad and (e0–e2)/(

ffiffiffi
2

p
h), respectively. Table 1

gives the node elevations corresponding to the corners of
each of the triangular facets used to compute slopes and
angles. The steepest flow direction associated with a grid cell
is determined in the direction of the steepest downward slope
on the eight triangular facets centered on that cell. Equalities
are resolved by selecting (among all the equal possibilities)
the steepest flow direction along the facet that is processed
first, starting conventionally from facet 021 and proceeding
in a clockwise manner. Equalities are rare and normally
unimportant as long as high-accuracy gridded elevation data
representing real terrains are considered.

2.2. Least Angular and Transverse Deviations

[9] The steepest flow direction computed at a given grid
cell can vary continuously as an angle between 0 and 2p rad
and does not generally follow one of the cardinal (0, p/2, p,
and 3p/2 rad) or diagonal (p/4, 3p/4, 5p/4, and 7p/4 rad)
directions that can be selected. Possible flow directions
from a given grid cell are identified by a pointer p indicating
the local cell number of the draining cell. The pointers
associated to the cardinal and diagonal directions of the
facet containing the steepest flow direction are denoted as
p1 and p2, respectively, and reported in Table 1. A possible
criterion for approximating the steepest flow direction with
a single flow direction is to ensure the least angular
deviation (LAD). As shown in Figure 1a, the angular
deviations produced when approximating the steepest flow
direction by the cardinal and the diagonal directions are a1

and a2, respectively, where a1 = r and a2 = p/4 rad�r. The
LAD criterion determines that the direction identified by p1
is selected if a1 � a2, whereas the direction identified by p2
is selected if a1 > a2. A different criterion introduced by
Orlandini et al. [2003] ensures the least transverse deviation
(LTD). The term ‘‘transverse’’ replaces the term ‘‘transver-

sal’’ used by Orlandini et al. [2003]. Transverse deviation
indicates the linear distance between the center of the
draining cell and the path along the steepest flow direction
originating at the center of the drained cell. As shown in
Figure 1a, the transverse deviations produced when approx-
imating the steepest flow direction by the cardinal and the
diagonal directions are d1 = h sina1 and d2 =

ffiffiffi
2

p
h sin a2,

respectively. The LTD criterion determines that the direction
identified by p1 is selected if d1 � d2, whereas the direction
identified by p2 is selected if d1 > d2. The LTD criterion is
theoretically as justifiable as the LAD criterion. The former
highlights the deviations at the end of the elemental flow
paths, and the latter at the beginning (Figure 1a).

2.3. Local and Path-Based Analyses

[10] Local and path-based deviations between surface
flow paths extending along the selected flow directions
and the steepest flow directions are described in this section
by considering a flow path determined by single flow
directions and not connected to other converging flow
paths. The extension to the general case where converging
flow paths and/or multiple flow directions occur is provided
in section 2.4. A sign s is assigned to each deviation that
may occur in the eight triangular facets of the elementary
computational system so as to allow a meaningful (arith-
metic) accumulation of deviations along a flow path.
Possible values of s are reported in Table 1. At the first
cell along a given path (k = 1), the local (angular or
transverse) deviations associated to pointers p1 and p2 are
denoted as d1(1) and d2(1), respectively. Using the notation
introduced in section 2.2, d1(1) = a1 and d2(1) = a2 when
angular deviations are considered, whereas d1(1) = d1 and
d2(1) = d2 when transverse deviations are considered. The
corresponding cumulative (angular or transverse) deviations
are initialized as d1

+(1) = s d1(1) and d2
+(1) = �s d2(1). If

single flow directions are used, the flow direction from the
first cell along the path (k = 1) is selected among the two
options associated to pointers p1 and p2 so as to minimize
the absolute value of the cumulative (angular or transverse)
deviation, and the cumulative (angular or transverse) devi-
ation conveyed to the downslope cell d+(1) is computed.

If dþ1 1ð Þ
�� �� � dþ2 1ð Þ

�� ��; then p ¼ p1; dþ 1ð Þ ¼ dþ1 1ð Þ: ð1Þ

If dþ1 1ð Þ
�� �� > dþ2 1ð Þ

�� ��; then p ¼ p2; dþ 1ð Þ ¼ dþ2 1ð Þ: ð2Þ

On subsequent cells along a given path (k = 2,3,. . .), the
local (angular or transverse) deviations associated to

Table 1. Determinations of the Variables Used in the Flow Direction Algorithma

Variable

Facet

021 023 063 069 089 087 047 041

e0 ei,j ei,j ei,j ei,j ei,j ei,j ei,j ei,j
e1 ei�1,j ei�1,j ei,j+1 ei,j+1 ei+1,j ei+1,j ei,j�1 ei,j�1

e2 ei�1, j�1 ei�1, j+1 ei�1, j+1 ei+1, j+1 ei+1, j+1 ei+1, j�1 ei+1, j�1 ei�1, j�1

p1 2 2 6 6 8 8 4 4
p2 1 3 3 9 9 7 7 1
s +1 �1 +1 �1 +1 �1 +1 �1

aAlgorithm is described in section 2; computational system is shown in Figure 1a.

W03417 ORLANDINI AND MORETTI: SURFACE FLOW PATHS FROM GRIDDED ELEVATION DATA

3 of 14

W03417



pointers p1 and p2 are denoted as d1(k) and d2(k), respectively.
Using the notation introduced in section 2.2, d1(k) = a1 and
d2(k) = a2 when angular deviations are considered, whereas
d1(k) = d1 and d2(k) = d2 when transverse deviations are
considered. The corresponding cumulative (angular or
transverse) deviations are computed as

dþ1 kð Þ ¼ sd1 kð Þ þ ldþ k � 1ð Þ ð3Þ

and

dþ2 kð Þ ¼ �sd2 kð Þ þ ldþ k � 1ð Þ; ð4Þ

where l is a weighting factor whose value is between 0 and 1,
and d+(k�1) is the cumulative (angular or transverse)
deviation conveyed to the kth cell along the path and
determined by the selection of flow directions along the
upslope path. The flow direction from the kth cell along the
path (k = 2,3,. . .) is selected among the two options
associated to pointers p1 and p2 so as to minimize the
absolute value of the (angular or transverse) deviation, and
the cumulative (angular or transverse) deviation conveyed to
the downslope cell d+(k) is computed.

If dþ1 kð Þ
�� �� � dþ2 kð Þ

�� ��; then p ¼ p1; dþ kð Þ ¼ dþ1 kð Þ: ð5Þ

If dþ1 kð Þ
�� �� > dþ2 kð Þ

�� ��; then p ¼ p2; dþ kð Þ ¼ dþ2 kð Þ: ð6Þ

The term d+(k�1) in equations (3) and (4) is given by (1) and
(2), for k = 2 (k�1 = 1), and by (5) and (6), for k > 2 (k�1 > 1).
For l = 0, the selection of the flow directions is based only on
the local (angular or transverse) deviations d1(k) and d2(k)
(k = 1,2,. . .). For 0 < l < 1 upslope (angular or transverse)
deviations are partially considered. For l = 1, full considera-
tion of the upslope (angular or transverse) deviations is
retained.

2.4. Single and Multiple Flow Directions

[11] If multiple (double in the cases examined in this
study) flow directions are used, both flow directions from a
cell, associated to pointers p1 and p2, are selected and
drainage area is dispersed along these flow directions in
proportion to the weights

w1 ¼
dþ2
�� ��

dþ1
�� ��þ dþ2

�� �� ð7Þ

and

w2 ¼
dþ1
�� ��

dþ1
�� ��þ dþ2

�� �� ; ð8Þ

respectively, where d1
+ and d2

+ are the cumulative (angular or
transverse) deviations associated to pointers p1 and p2. It is
specified here that the grid cell counter k used in section 2.3
cannot be maintained when (converging flow paths and/or)
multiple flow directions occur. In order to determine surface
flow paths and compute drainage areas, grid cells located in
flat or depressed areas are raised so as to ensure for them a

flow direction with a small positive (downward) slope
and are then processed in the order of descending elevation.
The cumulative (angular or transverse) deviation conveyed
from the upslope neighboring cells to a considered cell is
computed as

dþ ¼
X
i

w ið ÞA ið Þdþ ið Þ�X
i

w ið ÞA ið Þ; ð9Þ

where the summations extend to all the upslope neighboring
cells (i = 1,2,. . .), w(i) (i = 1,2,. . .) is the weight associated to
the flow conveyed from the cell (i) to the considered cell,
A(i) (i = 1,2,. . .) is the area drained by the cell (i) plus the
area of the cell (i) itself, and d+ (i) (i = 1,2,. . .) is the
cumulative (angular or transverse) deviation conveyed from
the cell (i) to the considered cell. The product w(i) A(i) (i =
1,2,. . .) provides the area conveyed from the cell (i) to the
considered cell, whereas

P
i w(i) A(i) provides the area

totally drained by the considered cell. One can note that
w(i) = 0 if the cell (i) does not drain into the considered cell,
0 < w(i) < 1 if the cell (i) partially drains into the considered
cell (this case being possible only if a multiple flow direction
is used for cell (i)), and w(i) = 1 if the cell (i) entirely drains
into the considered cell. Equation (9) provides the general
expression of the cumulative (angular or transverse) devia-
tion, denoted as d+(k�1) in equations (3) and (4), that must
be used when converging flow paths occur and/or either
single or multiple flow directions are used.

2.5. Combinations of Single and Multiple
Flow Directions

[12] As a general heuristic principle, surface flow paths
and gravity-driven processes across a terrain can be de-
scribed by using single flow directions over convergent
terrains and multiple flow directions over divergent terrains.
The plan (or contour) curvature, defined as the curvature of
contour lines, provides a measure of the morphological
convergence of the terrain, and can therefore be applied to
determine whether to use single or multiple flow directions
for each grid cell. As suggested by Zevenbergen and Thorne
[1987], a partial quadratic equation expressing the elevation
e as a function of planar coordinates x and y can be used to
interpolate (by Lagrange polynomials) the nine cell eleva-
tions eI,J (I = i�1, i, i + 1; J = j�1, j, j + 1) of a 3 � 3
submatrix such as that sketched in Figure 1b, and plan
curvature can be found by differentiating this quadratic
equation and solving the resulting equation for the central
point of the 3 � 3 submatrix. The resulting local plan
curvature associated to a given grid cell is

Kc ¼
exxe

2
y � 2exyexey þ eyye

2
x

e2x þ e2y

� �3=2
; ð10Þ

where ex = @e/@x 	 (ei+1, j � ei�1, j)/(2 h), ey = @e/@y 	
(ei, j+1�ei, j�1)/(2 h), exx = @2e/@x2 	 (ei+1, j � 2 ei, j + ei�1, j)/
h2, eyy = @2e/@y2 	 (ei, j+1 � 2 ei,j + ei,j� 1)/h

2, exy = @2e/
(@x@y) 	 (�ei�1, j+1 + ei+1, j+1 + ei�1, j�1 � ei+ 1, j�1)/(4 h

2),
and h is the grid spacing along the x and y directions. Single
or multiple flow directions are selected at each grid cell
depending on whether the value of Kc given by (10) exceeds
or not a fixed threshold value Kct, respectively. By varying
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this threshold value Kct, the algorithm can exhibit a range of
dispersive behavior, from uniformly nondispersive (Kct less
than the minimum value of Kc computed over the processed
cells) to uniformly dispersive (Kct greater than or equal to the
maximum value of Kc computed over the processed cells).
For instance, by setting Kct equal to zero, the algorithm
selects single flow directions over locally convergent
terrains and multiple flow directions over locally divergent
terrains.

2.6. Relevant Cases

[13] The algorithm described in sections 2.1–2.5 makes it
possible, by setting appropriate parameters, to perform local
(LAD criterion, l = 0) or path-based (LTD criterion, l = 1)
analyses, and to experiment a range of hybrid nondisper-
sive-dispersive behavior (�1 < Kct < + 1), from a
spatially uniform nondispersive behavior (Kct < min(Kc))
to a spatially uniform dispersive behavior (Kct � max(Kc)).
As reported in Table 2, (1) the LAD, local, uniformly
nondispersive algorithm is the D8 method proposed by
O’Callaghan and Mark [1984] and Marks et al. [1984],
(2) the LAD, local, uniformly dispersive algorithm is the
D1 method proposed by Tarboton [1997], (3) the LTD,
path-based, uniformly nondispersive algorithm is the D8-LTD
method proposed byOrlandini et al. [2003], and (4) the LTD,
path-based, uniformly dispersive algorithm is a variant of
the D1 method denoted here as D1-LTD. The LAD and
LTD criteria, as well as the weighting factor l, have
comprehensively been investigated by Orlandini et al.
[2003], who ultimately advocated the LTD criterion with
l = 1. Attention is focused in this study on the selection of
the plan curvature threshold Kct, which allows for a mor-
phologically meaningful use of single (nondispersive) and
multiple (dispersive) flow directions across a terrain. Path-
based methods (LTD criterion, l = 1) including the D8-LTD
method (Kct< min(Kc)), the D1-LTD method (Kct �
max(Kc)), and a hybrid of the two denoted here as
D8/1-LTD (�1 < Kct< + 1) are considered (Table 2).
The D8 method (LAD criterion, l = 0, Kct< min(Kc)) and the
D1 method (LAD criterion, l = 0, Kct � max(Kc)) are also
considered so as to provide a comparison between the
advanced methods investigated in this study and the simpler
methods currently in use (Table 2).

3. Validation Methods

[14] As shown in Figure 2, the algorithm presented in
section 2 can be validated by considering draining line seg-

ments connecting assigned points (PL and PR) and comparing,
for each draining line segment, the drainage basins obtained
from gridded elevation data (denoted as grid drainage basin or
GDB) and the corresponding drainage basin delineated from
contour elevation data (denoted as contour drainage basin or
CDB). Surface flow paths obtained using a single flow
direction algorithm are considered in Figure 2 in order to
present a simple initial case. The general case in which either a
single or a multiple flow direction algorithm are used is
illustrated at the end of this section. The skeleton construction
techniques developed by Moretti and Orlandini [2008] are
used to accurately delineate drainage basins from contour
elevation data so that the obtained results can be taken as a
reference.
[15] New metrics for the validation of surface flow paths

obtained from gridded elevation data are defined by con-
sidering the ‘‘degree of belonging’’ of grid cells to the
drainage basins delineated from contour elevation data.
Three contributions of grid cells to areas accumulated along
surface flow paths are distinguished: (1) areas A1 belonging
to the CDB, but not to the GDB, (2) areas A2 belonging to
both the CDB and the GDB (intersection), and (3) areas A3

belonging to the GDB, but not to the CDB. As shown in
Figure 2, a grid cell draining (through the surface flow paths
obtained from gridded elevation data) outside the line
segment PLPR (underlying both the CDB and the GDB)
does not belong to the GDB, but may belong partially or
entirely to the CDB. The degree of belonging of this cell to
the CDB ranges between 0 (for external cells) to 1 (for
internal cells) and provides a measure of the cell proportion
(as a part of the whole) contributing to area A1 (pattern with
diagonal lines at +p/4 rad). A grid cell draining (through the
surface flow paths determined from gridded elevation data)
inside the line segment PLPR belongs to the GDB and may
belong partially or entirely to the CDB. The degree of
belonging of this cell to the CDB ranges from 0 (external
cell) to 1 (internal cell) and provides a measure of the cell
proportion (as a part of the whole) contributing to area A2

Table 2. Relevant Parameterizations of the Unified Flow Direc-

tion Algorithma

Method LAD/LTDb, l Kct ND/D/Hc

Local Methods
D8 LAD, l = 0 (�1, min(Kc)) ND
D1 LAD, l = 0 [max(Kc), +1) D

Path-Based Methods
D8-LTD LTD, l = 1 (�1, min(Kc)) ND
D1-LTD LTD, l = 1 [max(Kc), +1) D
D8/1-LTD LTD, l = 1 (�1, +1) H

aAlgorithm is described in section 2.
bLAD, least angular deviation; LTD, least transverse deviation.
cND, nondispersive; D, dispersive; H, hybrid.

Figure 2. Sketch of a drainage basin delineated from
contour elevation data (denoted as contour drainage basin or
CDB) and a drainage basin determined from gridded
elevation data (denoted as grid drainage basin or GDB)
for the same draining line segment PLPR connecting two
assigned points (PL, PR).
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(pattern with crossing diagonal lines at +p/4 and �p/4 rad).
The complementary cell proportion, which does not belong
to the CDB, necessarily contributes to area A3 (pattern with
diagonal lines at �p/4 rad).
[16] The total contributions to areas A1, A2, and A3 can be

computed through the following four steps:
[17] 1. A region that is sufficiently large to contain both

the CDB and the GDB is considered. A weight equal to the
degree of belonging of the cell to the CDB is assigned to
each grid cell within the considered region. This weight
ranges from 0 (external cells) to 1 (internal cells). Surface
flow paths are determined from gridded elevation data,
using an algorithm selected among those presented in
section 2, and the area drained by the line segment PLPR

is computed. The result obtained provides area A2.
[18] 2. Area A1 is computed as the difference between the

area of the CDB (A1 + A2) obtained from contour elevation
data and area A2 obtained from the previous step.
[19] 3. To each grid cell (within the region containing

both the CDB and the GDB) a weight equal to 1 is assigned.
Surface flow paths are determined from gridded elevation
data (using the algorithm selected in the first step) and the
area drained by the line segment PLPR is computed. The
result obtained provides area (A2 + A3).
[20] 4. Area A3 is computed as the difference between

area (A2 + A3) obtained from the previous step and area A2

obtained from the first step.
[21] Areas A1, A2, and A3 allow for the definition of

two types of errors, both relative to the area of the CDB
(A1 + A2), which is taken as a reference. Type 1 relative

error j(A2 + A3) � (A1 + A2)j/(A1 + A2) accounts for the
absolute difference between the areas of the CDB and the
GDB, and is ultimately expressed as

E1 ¼
A1 � A3j j
A1 þ A2

: ð11Þ

Type 2 relative error accounts for the total nonoverlapping
area (A1 + A3), and is expressed as

E2 ¼
A1 þ A3

A1 þ A2

: ð12Þ

One can note that error E1 is just an indicator of the absolute
difference between the drainage areas of the CDB and the
GDB, independently of the locations of elementary
contributions to these drainage areas, whereas error E2 also
considers the nonoverlapping between the two drainage
basin determinations. From equations (11) and (12) it is
apparent that E1 > 0 if and only if the CDB and the GDB
display different drainage areas, whereas E2 > 0 if and only
if the CDB and the GDB display different configurations
(which do not necessarily imply different drainage areas).
Since E2 � E1, it follows that E2 = 0 implies E1 = 0 and
indicates a perfect overlap between the CBD and the GDB.
[22] The computation of A1, A2, A3, E1, and E2 when either

a single or a multiple flow direction algorithm are used, is
illustrated by describing the four simple cases shown in
Figure 3. Each of these cases is defined by considering four
cells with centers lying on a planar slope draining along an
assigned flow direction r (section 2.1). For any selected
draining line segment PLPR, the CDB can easily be identified
by considering flow lines extending along the assigned
direction r and passing through the points PL and PR. The
four case studies shown in Figure 3 are obtained by consid-
ering the D8 single (Figures 3a and 3b) or the D1 multiple
(Figures 3c and 3d) flow direction methods (path-based
methods are not relevant for these four-cell systems), along
with contour-based flow directions closest to the cardinal
(r � p/8 rad, a1 � a2, Figures 3a and 3c) or to the diagonal
(r > p/8 rad, a1 > a2, Figures 3b and 3d) directions. The
numerical features of the four cases shown in Figure 3 are
reported in Table 3. A thick solid line is used to delineate the
GDB determined from the D8 single flow direction method
(Figures 3a and 3b), whereas a thinner dashed line is used to
delineate grid cells contributing (entirely or partially) to the
GDB determined from the D1 multiple flow direction
method (Figures 3c and 3d).
[23] In the case shown in Figure 3a (where r = arctan(1/4)),

one can obtain that A1 = 1/2 h
2,A2 = 3/2 h

2,A3 = 1/2 h
2,E1 = 0,

and E2 = 1/2. While E1 is insensitive to the (angular)
deviation between steepest and selected flow directions,
E2 is able to capture and express meaningfully the differ-
ence between the CDB and the GDB. In the case shown in
Figure 3b (where r = arctan(1/2)), one can obtain that A1 =
h2, A2 = 5/4 h2, A3 = 1/4 h2, E1 = 1/3, and E2 = 5/9. Surface
flow paths passing through the endpoints (PL and PR) of the
draining line segment (PLPR) are chosen to not contribute to
the area drained by this line segment. This choice offers the
advantage of avoiding surface flow paths shared by draining
and nondraining grid cells. In the case shown in Figure 3c
(where r= arctan(1/4)), one can obtain thatA1 = (1/8 + 3/8w1 +

Figure 3. Solution of four simple cases obtained by
considering (a and b) single or (c and d) multiple flow
direction algorithms along with contour-based flow direc-
tions closest to the cardinal (Figures 3a and 3c) or the
diagonal (Figures 3b and 3d) directions. Numerical features
are reported in Table 3.
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3/2 w2 + 5/8 w1 w2 + 3/8 w2
2) h2, A2 = (7/8 w1 + 3/8 w1 w2 +

5/8 w1
2) h2, A3 = (1/8 w1 + 5/8 w1 w2 + 3/8 w1

2) h2, E1 = w2,
and E2 = 1/2 + 1/2 w2 + 1/4 w1 w2. In the case shown in
Figure 3d (where r = arctan(1/2)), one can obtain that A1 =
h2, A2 = 5/4 h2, A3 = 1/4 h2, E1 = 1/3, and E2 = 5/9.
[24] It is noted here that while solving cases shown in

Figures 3a and 3c for r = 0 yields A1 = 0, A2 = 2 h2, A3 = 0,
E1 = 0, and E2 = 0, solving cases Figures 3b and 3d for r =
p/4 rad yields A1 = h2, A2 = 3/2 h2, A3 = 0, E1 = 2/5, and
E2 = 2/5. This highlights that type 1 and type 2 errors may
occur even when flow directions are correctly computed,
owing to the limitation (2) introduced in section 1 (second
paragraph), when discussing the D8 method, but actually
inherent in the use of gridded elevation data. It may
therefore be summarized that (1) the same drainage area
may be obtained for a given draining line segment by
accumulating elementary contributions along different
drainage basins and different flow paths (e.g., case shown
in Figure 3a with r > 0, which yields E1 = 0 but E2 > 0), and
(2) correct surface flow paths are obtained if, but not only if
(e.g., case shown in Figure 3b with r = p/4, which yields
E1 > 0 and E2 > 0), the condition E2 = 0 (which also
implies E1 = 0) is met for all the draining line segments
within the drainage basin.

4. Case Studies

[25] The algorithm presented in section 2 is evaluated
using the methods developed in section 3 and the elevation
data of the Col Rodella area (Eastern Alps, Italy) shown in
Figure 4a. The center of the Col Rodella area has latitude
46�2904400N and longitude 11�4504000E. In this area, eleva-
tion ranges from 1836.7 to 2536.4 m above sea level (asl)
with average of 2201.4 m asl. The average terrain slope is
59.3%. Terrain slope is expected to affect the precision with
which the terrain morphology is described by contour or
gridded elevation data, but it is not expected to directly
affect the way in which surface flow paths are determined.
On the other hand, the way in which surface flow paths are
determined is clearly affected by the terrain plan curvature.
In this perspective, drainage systems displaying different
morphology in terms of plan curvature are selected in the
area shown in Figure 4a to provide a representative set of
case studies for the evaluation of algorithms presented in
section 2.

4.1. Gridded and Contour Elevation Data

[26] The digital topography of the Col Rodella area was
generated from a lidar (light detection and ranging) survey
carried out by Terrapoint (United States). Lidar technology is
able to provide much more information than can be acquired
economically by virtually any other means [Terrapoint USA
Inc., 2005; Carter et al., 2007]. The survey was carried out
using an airborne lidar terrain mapping (ALTM) system of
Terrapoint’s proprietary design, mounted on a fixed-wing

aircraft. The flight altitude was about 1000 m above ground
level (agl) and the acquisition parameters were set to obtain
an average data density of about 0.5 points per square meter.
The positions of a large number of land surface points
(determined with absolute accuracy of 1 m and 0.3 m along
the horizontal and the vertical direction, respectively) were
processed to provide 1-m resolution gridded elevation data.
These gridded elevation data were resampled to 5 m and then
used to generate contour elevation data with contour interval
of 5 m. Since gridded and contour elevation data were
generated using the same topographic information, differ-
ences in the determination of surface flow paths from
gridded and contour elevation data are ascribed to the
limitations inherent in the use of a regular grid. Gridded
elevation data were also resampled to 10, 50, 100, and 200 m
to investigate the response of single and multiple flow
direction algorithms to the variation of grid cell size. It is
specified here that the ArcGIS ArcToolbox/Spatial Analyst
Tools/Generalization/Aggregate command, with an option
selected to provide the mean value, was used to resample 1-m
gridded elevation data to the coarser resolutions, whereas the
ArcGIS Spatial Analyst/Surface Analysis/Contour command
was used to generate 5-m contour elevation data from 5-m
gridded elevation data.

4.2. Analysis and Results

[27] Drainage systems having different size and morpho-
logical features have been selected within the Col Rodella
area as shown in Figure 4a. A small convergent drainage
basin (denoted as DB) and a divergent slope (denoted as
DS) are first considered to investigate the use of single and
multiple flow directions over these two different morpho-
logical settings. Then, six subbasins (SB1-SB6) are selected
within the DB (only part of SB6 is shown in Figure 4b) to
evaluate the ability of algorithms to reproduce drainage
areas across a drainage basin. In addition, the DS is
subdivided into 12 slices (S1-S12, Figures 4c and 4d), each
drained by a single grid cell, to evaluate the ability of
algorithms to describe the spatial pattern of the drainage
area over divergent terrains. A relatively large drainage
basin denoted as Pra Rodella (PR in Figure 4a) is finally
considered to investigate the response of single and multiple
flow direction algorithms to the variation of grid cell size
over the values of 5, 10, 50, 100, and 200 m. Drainage
areas, mean elevation and mean slope of the selected
drainage systems are reported in Table 4. These drainage
systems cover a representative set of cases in order to
investigate the role of terrain morphology, drainage basin
size, and grid resolution. The ability of flow direction
algorithms to determine the drainage divides and surface
flow paths along morphologically convergent terrains is
especially investigated by considering drainage basins.
Drainage basin size and grid resolution are factors that
can be varied in this phase. The ability of flow direction
algorithms to describe drainage systems having a width

Table 3. Numerical Features of the Four Simple Cases Shown in Figure 3

Case r (rad) a1 (rad) a2 (rad) w1 w2 A1/h
2 A2/h

2 A3/h
2 E1 E2

a 0.245 0.000 0.785 1.000 0.000 0.500 1.500 0.500 0.000 0.500
b 0.464 0.785 0.000 0.000 1.000 1.000 1.250 0.250 0.333 0.556
c 0.245 0.245 0.540 0.688 0.312 1.022 0.978 0.398 0.312 0.710
d 0.464 0.464 0.322 0.410 0.590 1.000 1.250 0.250 0.333 0.556
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comparable to the draining line segment length, and to
reproduce the spatial pattern of drainage areas across
morphologically divergent terrains is especially investigated
by considering slopes. Slope size and grid resolution are
factors that cannot readily be varied in this phase owing to
the inherent limits in the size of natural slopes.
[28] Drainage divides delineated from contour elevation

data (using the methods developed byMoretti and Orlandini
[2008]) and surface flow paths determined from gridded

elevation data (using the algorithms presented in section 2)
are shown in Figures 4b–4d for the DB and the DS. Since a
clear representation of surface flow paths obtained from a
multiple flow direction algorithm is not achieved, surface
flow paths shown in Figures 4b–4d are those obtained from a
single flow direction algorithm (namely, the D8-LTDmethod).
Examples of elementary contributions to areas A1, A2, and
A3 defined in section 3 are highlighted in Figure 4b, where
part of the DB and of the SB6 are considered. Cell C1,

Figure 4. (a) Topographic map of the Col Rodella area (46�2904400N, 11�4504000E). (b–d) Comparison
between the drainage basins delineated from contour elevation data (using the methods described by
Moretti and Orlandini [2008]) and the surface flow paths determined from gridded elevation data (using
the D8-LTD method described in section 2) for a portion of the drainage basin DB (Figure 4b), the
divergent slope DS (Figure 4c), and one of the slices (the slice S6) into which the divergent slope DS
is subdivided (Figure 4d). The grid cell size is 5 m. The contour interval is 20 m in Figure 4a and 5 m in
Figures 4b–4d. The datum is mean sea level. Numerical features of the drainage systems are reported in
Table 4.
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draining outside the line segment PLPR, partially (i.e., for its
proportion belonging to the CDB) contributes to area A1

(pattern with diagonal lines at +p/4 rad). Cell C2, draining
to the endpoint PR of the line segment PLPR, is convention-
ally considered to contribute entirely to area A1 and not to
area A2. Cell C3, draining within the line segment PLPR,
entirely contributes to area A2. Cell C4, draining within the
line segment PLPR, partially (i.e., for its proportion belong-
ing to the CDB) contributes to area A2 (pattern with crossing
diagonal lines at +p/4 and �p/4 rad) and partially (i.e., for
its complementary proportion not belonging to the CDB)
contributes to the area A3 (pattern with diagonal lines at
�p/4 rad). As shown in Figure 4c, where two shades are
used to facilitate the identification of the 12 slices into which
the DS is subdivided, the draining line PLPR of the DS is
drawn in such a way that each slice (S1,S2,. . .) is drained by
a single cell with the related surface flow path passing
through the center of the cell. The case of a single slice
(S6) shown in Figure 4d highlights the need to compute the
degree of belonging of each grid cell to the drainage system
delineated from contour elevation data in order to ensure a
meaningful quantification of areas A1, A2, and A3 introduced
in section 3.
[29] The spatial pattern of drainage areas computed using

the D8-LTD method, the D1-LTD method, and a hybrid of
the two, obtained by setting the threshold plan curvature Kct

equal to zero, are shown in Figures 5a, 5b, and 5c,
respectively. The portion of the Col Rodella area selected
for this analysis contains both convergent and divergent
terrains, as well as complex topographic structures such as
ridges, saddles, and peaks (Figure 4a). With respect to single

flow direction (nondispersive) algorithms (Figure 5a), pure
(Figure 5b) or hybrid (Figure 5c) multiple flow direction
(dispersive) algorithms are found to provide a smoother spatial
variation of drainage areas. A more in-depth analysis is
needed, however, to evaluate algorithms in terms of type 1
and type 2 errors in drainage areas. Path-based methods
exhibiting a variable range of dispersive behavior (as obtained
by varying the threshold plan curvature Kct) are considered.
Local D8 andD1methods are also considered in this analysis
to assess the improvement offered by the advanced methods
presented in this study over the simpler methods currently in
use. Results obtained from elevation data with 5 m grid
resolution are shown in Figure 6 for the DB and the DS, in
Figure 7 for the six subbasins (SB1-SB6)within theDB, and in
Figure 8 for the 12 slices (S1-S12) into which the DS is
subdivided. Results obtained from elevation data with 5, 10,
50, 100, and 200 m grid resolution describing the drainage
basin PR are shown in Figure 9. Type 1 and type 2 relative
errors obtained from the D8-LTD and the D1-LTD methods
are also reported in Table 4.

5. Discussion

[30] The results shown in Figure 5 indicate that multiple
flow direction (dispersive) algorithms provide a better
spatial pattern of the drainage area (Figure 5b) than that
provided by single flow direction (nondispersive) algo-
rithms (Figure 5a), which displays numerous source grid
cells scattered across the terrain rather than only at ridges,
saddles, and peaks. However, the examination of such
patterns does not facilitate the evaluation of the underlying

Table 4. Physiographic Features, Grid Cell Sizes, and Relative Errors on Drainage Areas for the Drainage Systems Considered in

Section 4

Drainage
System Area Aa (m2)

Mean Elevation
(m asl) Mean Slope (%)

Grid Cell
Size h (m) h/A0.4b (m0.2)

D8-LTD D1-LTD

E1
c (%) E2

c (%) E1
c (%) E2

c (%)

DB 68,225.8 2,171.5 65.6 5 0.06 2.2 8.5 0.9 12.1
SB1 914.1 2,292.8 28.0 5 0.33 20.7 40.9 60.1 92.0
SB2 5,070.4 2,280.6 33.2 5 0.16 6.8 17.5 56.6 64.8
SB3 11,148.6 2,264.3 40.0 5 0.12 2.9 8.3 10.5 19.4
SB4 19,396.8 2,239.9 54.1 5 0.10 1.8 7.6 5.6 18.7
SB5 38,501.5 2,217.7 60.6 5 0.07 2.9 6.6 3.6 18.5
SB6 58,376.7 2,194.1 62.2 5 0.06 1.0 3.8 12.8 18.2
DS 4,659.6 2,378.6 57.2 5 0.17 0.9 12.3 6.0 27.7
S1 226.5 2,370.5 59.3 5 0.57 54.5 135.1 105.2 229.9
S2 367.5 2,382.8 54.4 5 0.47 52.4 95.9 36.5 125.8
S3 445.4 2,376.6 57.4 5 0.44 107.7 147.7 53.9 107.1
S4 393.7 2,377.7 55.8 5 0.52 91.5 93.5 63.1 102.5
S5 355.4 2,381.5 55.9 5 0.48 85.9 90.4 5.0 129.0
S6 270.2 2,372.7 55.3 5 0.53 94.3 127.3 43.5 147.7
S7 307.0 2,364.5 57.3 5 0.51 51.1 62.7 7.7 105.2
S8 459.9 2,381.7 59.2 5 0.43 2.1 54.8 22.3 85.8
S9 438.3 2,376.8 57.1 5 0.44 94.3 94.8 32.2 107.3
S10 386.7 2,367.2 61.4 5 0.46 68.3 156.2 75.8 99.2
S11 262.0 2,373.5 59.7 5 0.54 90.5 92.3 60.9 156.1
S12 847.0 2,389.5 56.4 5 0.34 59.4 80.5 16.2 100.6
PR 3,186,303.0 2,158.0 44.5 5 0.01 0.8 2.8 0.1 2.5
PR 3,186,303.0 2,158.7 42.4 10 0.03 0.3 1.2 0.5 2.2
PR 3,186,303.0 2,160.8 35.4 50 0.13 0.5 0.9 3.2 8.4
PR 3,186,303.0 2,164.4 30.2 100 0.25 2.0 9.0 8.8 19.2
PR 3,186,303.0 2,172.6 22.5 200 0.50 29.7 43.1 52.8 61.8

aArea of the drainage system delineated from contour elevation data.
bValues of h/A0.4 exceeding 0.15 m0.2 are highlighted in boldface type.
cValues of E1 and E2 exceeding 10% are highlighted in boldface type.
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Figure 5. Map of a portion of the Col Rodella area showing logarithmically transformed (base 10)
drainage areas contributing to each cell as obtained from (a) the D8-LTD flow direction method, (b) the
D1-LTD flow direction method, and (c) a hybrid of these two methods obtained by setting Kct = 0
(section 2). White cells denote source cells with an upslope drainage area equal to zero. The grid cell size
is 5 m. The contour interval is 5 m. The datum is mean sea level.
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surface flow paths used to actually route flow. The new
validation metrics presented in section 3, based on the
contributing area overlap and delineation of cells belonging
to the contributing flow path, provide a better evaluation of
the algorithms intended to provide not only the drainage
areas across a terrain, but also a description of surface flow
paths.
[31] The results shown in Figure 6 appear to indicate that

path-based methods (represented by the hybrid D8/1-LTD
method) generally outperform local methods (represented
by the D8 and D1 methods). The gain in accuracy is
especially relevant when nondispersive methods are applied
to the DS (Figure 6b). By increasing the amount of
dispersion in the determination of flow directions (i.e., by
increasing the threshold plan curvature Kct), the accuracy in
the determination of drainage areas varies irregularly, re-
vealing the inability to determine a well-defined optimal

value for Kct. In the case of the DB, the minimum type 1
error in the drainage area is produced by the D1-LTD
method, but the minimum type 2 error in drainage area is
produced by the D8-LTD method (Figure 6a). In the case of
the DS, the D8-LTD method is found to provide a satisfac-
tory quantification of the area totally drained by the
assigned line in terms of both type 1 and type 2 errors
(Figure 6b). Type 1 errors in the total drainage area are
reduced by using dispersion when only local methods are
considered, but they are not necessarily minimized by using
dispersion if path-based methods are also considered. Type 2
errors reported in Figure 6b display a minimum value for
Kct = �0.1 and slightly greater values if dispersion is not
applied (Kct = �1), revealing that the D8-LTD method
essentially provides the most accurate description of surface
flow paths over both the drainage basin and the divergent
slope. Minimum type 1 errors for the DB and the DS are in
the order of few percentage units, whereas minimum type 2
errors are in the order of 10%.
[32] The results shown in Figure 7 indicate that, for a

fixed grid cell size (5 m), relative errors in drainage areas
generally decrease as the area of the drainage basin
increases. The D8-LTD method is found to provide the
smallest type 1 and type 2 errors. Using the results shown in
Figure 7 and reported in Table 4, one can observe that type 2
(and type 1) relative errors not exceeding 10% are obtained
using the D8-LTD method so long as the grid cell size h in
meters meets the condition

h � 0:15A0:4; ð13Þ

where A (A = A1 + A2) is the area of the drainage basin in
square meters. Relationship (13) can be explained by
assuming that the absolute type 2 error in drainage areas,
namely, E2 A, can be estimated as the product of half the
grid cell size h by the drainage basin perimeter P, that is E2 A
’ 1/2 h P. While the well-known relationship L = 0.32 A0.6

Figure 6. Relative errors in the drainage areas of (a) the
drainage basin DB and (b) the divergent slope DS, when
gridded elevation data at 5-m resolution are used (Figure 4
and Table 4).

Figure 7. Relative errors in the drainage areas of the six subbasins SB1-SB6 closed by grid cells
selected along the main stem of the drainage basin DB, when gridded elevation data at 5-m resolution are
used (Figure 4 and Table 4).
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between the mainstream length L in meters and the drainage
basin area A in square meters was introduced by Hack
[1957], a similar relationship between the drainage basin
perimeter P in meters and the drainage basin area A in
square meters was derived from the analysis of real
elevation data by Cheng et al. [2001], namely, P = 1.26 A0.6

[Cheng et al., 2001, Figure 8]. Using this relationship, one
can obtain that E2 ’ 0.63 h/A0.4 and that requirement E2 �
0.10 yields relationship (13). Relationship (13) does not
always hold for slopes, an occurrence consistent with the
fact that Hack’s law and the similar law for the drainage
basin perimeter are clearly invalid for those systems.

[33] The results shown in Figure 8 reveal that type 1 and
type 2 errors in the areas drained by single cells along the
DS are approximately 1 order of magnitude larger than
those resulting when a draining line segment extending over
the mouth of a drainage basin or over more than one cells
closing a divergent slope is considered. Improvements
offered by path-based methods over the corresponding local
methods are observed in terms of mean absolute error
(MAE) and root-mean-square error (RMSE) over the 12
slices (Figures 8m and 8n), but exceptions may be observed
when slices are considered singularly (e.g., Figure 8a). By
varying the amount of dispersion in the determination of
flow directions, the accuracy in the determination of drain-

Figure 8. (a–l) Relative errors in the drainage areas of the 12 slices S1–S12 into which the divergent
slope DS is subdivided, when gridded elevation data at 5-m resolution are used (Figure 4 and Table 4).
(m and n) Mean errors over the 12 slices S1-S12 are expressed in terms of mean absolute error (MAE)
and root-mean-square error (RMSE), respectively.
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age areas varies irregularly, revealing also in this case the
inability to identify a well-defined optimal value for the
plan curvature threshold Kct. Type 1 errors in drainage area
are generally found to be reduced by using dispersion, but
type 2 errors are generally not significantly affected by it.
The analysis over the 12 slices in which the DS is sub-
divided indicates that dispersion may be useful in describing
the spatial pattern of drainage areas across a divergent slope,
but reveals that the improvement in the description of
drainage areas does not necessarily reflect an improvement
in the description of surface flow paths across the divergent
slope, which are reproduced equally well (or slightly better)
using a path-based, nondispersive method.
[34] The results shown in Figure 9a, when compared to

those shown in Figure 6a, indicate that, for a given grid cell
size (5 m), both type 1 and type 2 errors decrease signif-
icantly as the drainage basin size increases. By comparing
results obtained for the drainage basin PR when varying the
grid cell size, a concomitant increase in both type 1 and type
2 relative errors in drainage area is noted as Kct increases,
indicating erroneous identifications of the drainage divide
rather than dispersive exchanges along the drainage divide.
The errors produced by nondispersive methods are less than
10% for grid resolutions not exceeding 100 m (Figure 9a–
9d and Table 4), whereas errors may reach values as large as

43.1%, for a grid resolution equal to 200 m (Figure 9e and
Table 4). A grid size not exceeding 50 m (instead of 100 m)
should be used to keep errors below 10%, in case a
dispersive or hybrid flow direction method is preferred
(Figures 9c and 9d and Table 4). The results obtained for
the drainage basin PR reinforce relationship (13).

6. Summary and Conclusions

[35] Multiple flow direction (dispersive) methods (LAD
with l = 0 or LTD with l = 1, Kct � max(Kc) in Table 2) are
found to provide a better spatial pattern of the drainage area
than that provided by single flow direction (nondispersive)
methods (LAD with l = 0 or LTD with l = 1, Kct < min(Kc)
in Table 2), which displays numerous source grid cells
scattered across the terrain rather than only at ridges, saddles,
and peaks (Figure 5). The validation metrics presented in
section 3, however, reveal that path-based nondispersive
methods (LTD with l = 1, Kct < min(Kc) in Table 2) are
equally or even more accurate than the dispersive methods in
the description of surface flow paths along both convergent
drainage basins (Figures 6a, 7, and 9 and Table 4) and
divergent slopes (Figures 6b and 8 and Table 4). Numerical
experiments carried out on drainage basins by varying the
area A (with fixed grid cell size h; Figure 7 and Table 4) and
the grid cell size h (with fixed area A; Figure 9 and Table 4)
indicate that type 2 errors not exceeding 10% may be
expected if h � 0.15 A0.4 (h in m and A in m2). This criterion
is not necessarily valid for divergent slopes. Results obtained
for divergent slopes drained by line segments having a
length comparable to the grid cell size indicate that the best
computations of drainage area are provided by dispersive
methods with type 1 mean absolute errors exceeding 10%
(Figures 8m and 8n and Table 4), and that the best descrip-
tion of surface flow paths are provided by path-based
nondispersive methods with type 2 mean absolute errors
exceeding 100% (Figure 8m and 8n and Table 4). Type 2
errors in the order of 10% may, however, be expected by
using path-based nondispersive methods when a divergent
slope drained by more than one grid cell is globally consid-
ered (Figure 6b and Table 4).
[36] The analysis carried out in this study suggests that

dispersive methods may be preferred over nondispersive
methods if the computation of the spatial pattern of the
drainage area, especially along divergent terrains, is the
main focus. Type 1 mean errors that exceed 10% in areas
drained by single grid cells should however be expected in
this case. On the other hand, path-based nondispersive
methods should be preferred over dispersive methods if
the delineation of drainage systems and surface flow paths
is an important focus. Type 2 errors not exceeding 10% may
be expected in the description of drainage basins and
subbasins having area A, provided that high-accuracy grid-
ded elevation data with resolution h � 0.15 A0.4 (h in m and
A in m2) are used. In addition, divergent slopes drained by
more than one grid cell should be globally considered in
order to ensure type 2 errors in the order of 10%. This
constraint appears bearable within the general context of
terrain analysis, where accurate computations of drainage
areas on a regular mesh cannot be obtained even by
considering flow nets constructed from contour elevation
data due to the limitations mentioned in the first paragraph
of section 1. It is concluded that path-based nondispersive

Figure 9. Relative errors in the drainage area of the
drainage basin PR, when grid elevation data at resolutions
of (a) 5, (b) 10, (c) 50, (d) 100, and (e) 200 m are used
(Figure 4 and Table 4).
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methods are a reliable means for the determination of
surface flow paths from gridded elevation data, and provide
a sound morphological basis for the distributed description
of gravity-driven processes. Further work is needed to
formulate models of physical dispersion for water, sedi-
ments, and solutes upon this basis.

7. Availability

[37] The FORTRAN 90 code implementing the methods
presented in this paper is freely available from the authors
under the GNU General Public License agreement.
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